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Chapter 1

Path Integral Formalism

For the description of advanced topics in quantum field theory, in particular the quanti-
zation of non-abelian gauge theories, the formulation of quantum field theory in the path
integral formulation is important. We begin by explaining the path integral formulation
of quantum mechanics.

1.1 Path Integrals in Quantum Mechanics

In the Schrodinger picture the dynamics of quantum mechanics is described by the Schrodinger
equation

L d
in e (8) = HIp()) (11)

If the Hamilton operator is not explicitly time-dependent, the solution of this equation is
simply
_it
(1) = e[ (0)) (1.2)
Expanding the wave function in terms of position states, i.e. doing wave mechanics, we
then have

bt q) = (gl (®) = / dao (ale™""go) {qol(0)) = / dao Kt q.00) 00, 00) . (1.3)

where we have used the completeness relation

1= /dQO’(Jo> (gl (1.4)
and introduced the propagator kernel

K(t,q,q0) = (gle”™""|qo) . (1.5)

It describes the probability for a particle at gy at time ¢ = 0 to propagate to ¢ at time ¢
and will play an important role in the following.
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1.1. PATH INTEGRALS IN QUANTUM MECHANICS

By construction, the propagator satisfies the time-dependent Schrédinger equation

L d
ZhEK<t7Qaq0) = HK(t7an0) ) (16)

where H acts on ¢. It is furthermore characterised by the initial condition
lim K (t,¢,90) = 6(q — qo) - (L.7)
t—0

For a free particle in one dimension with Hamilton operator

1 K2 d?
Ha = 2 _ " 7 1.8
0 2mp 2m dx? (1.8)

the propagator, which is uniquely determined by (1.6) and (1.7), is

1 2
—i m . \g—q
Kot = ™) = (575) " e (00 ) | o)

To derive this formula, one can for example use a complete momentum basis; then

— 7 1 —1 l
(ale™ o) = 5 [ dp(alp) (ple™"""|qo)
_ % dpequ/he—ztp2/2mh6—zpqo/h

= Lex im—(q_q0)2 /d ex ——it _—m(q—qo) i
ok P 2hi TR : ’

which leads after Gaussian integration to (1.9). Here we have used that

1

— e
(glp) = e, SR

dp|p){p! - (1.10)

The path integral is a method to calculate the propagator kernel for a general (non-free)
quantum mechanical system. In order to derive it we need a small mathematical result.

1.1.1 Feynman-Kac Formula

The path integral formulation of quantum mechanics was first developed by Richard Feyn-
man; the underlying mathematical technique had been previously developed by Marc Kac
in the context of statistical physics.

The key formula underlying the whole formalism is the product formula of Trotter. In
its simplest form (in which it was already proven by Lie) it states

B = lim (eA/”eB/”)n , (1.11)
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1.1. PATH INTEGRALS IN QUANTUM MECHANICS

where A and B are bounded operators on a Hilbert space. To prove it, we define

SN (CE2,) B £ P D

n
Then we calculate

||6A+B — (eA/n eB/n)n” — ||Ss — T,?” (1.13)
— ||SZ_1(Sn - Tn) + STTLL_Q(Sn — Tn)Tn + .+ (Sn _ Tn)Tnn—IH

Since the norm of a product is always smaller or equal to the products of the norms, it
follows (after using the triangle inequality |X + Y| < |X| + |Y])

[ exp(X)] < exp([X]) - (1.14)
Using the triangle inequality again it follows that
1S, < eUAHIBD/n = g1/m |T|| < eAIFIBD/n = g1/n (1.15)
Plugging into (1.13) leads, again after using the triangle inequality, to
Sy = o] < na™ DS, — T, . (1.16)

Finally, because of the Baker-Campbell-Hausdorff formula

A, B]

S, —T, =—
2n2

+0(n3), (1.17)

and the product formula (1.11) follows.
If A and B are not bounded operators, the analysis is more difficult. If both A and B
are self-adjoint (as is usually the case for the operators appearing in quantum mechanics),

one can still prove that
efit(A+B) = lim (671'75A/n efitB/n)n (118)

n—oo

where the convergence is in the strong topology, i.e. the result holds when applied to any
vector that lies in the domain of both A and B.

1.1.2 The Quantum Mechanical Path Integral

With these preparations we can now derive the path integral formulation of quantum
mechanics. Let us assume that the Hamilton operator is of the form

H=Hy+V(g) Ho=_—, (1.19)



1.1. PATH INTEGRALS IN QUANTUM MECHANICS

where Hj is the Hamilton operator of the free particle, and V' (q) is the potential. Applying
the product formula (1.11) with A = Hy/h and B = V/h to (1.5) we obtain

K(t.q,90) = {qle”™""|q0)
— lim <q\ (efitHo/hnefitV/fm)” ‘q0>

n—oo
j=n—1
= lim [ dg--dgn H (qjale "o/ etV g (1.20)
=0

where ¢ = ¢,,, and we have, after each application of the exponential, introduced a partition
of unity

1— / da; ;) {g;] - (121)

Since the potential acts diagonally in the position representation, we now have
<Qj+l |e—itH0/hn6—itV/hn‘qj> _ e—itV(qj)/ﬁn <qj+l |e—itH0/hn|qj> ) (122)

Thus we can use the propagator kernel of the free particle (1.9) to get, with t/n =€

1 . 2
— i —i n mn 2 1€ m qiv1 — 45
(gj4afe "0/ VI g;) = <2m'ht> P [E <5< r j) _V(Qj)>] - (128)

Hence we have for the complete propagator kernel the Feynman-Kac formula

n . n—1 2
T m 2 € m (qj+1 — q; B ‘
K(t,q,q0) —ggo/dm---dqn_l (m> exp [E _ (5 (f> V(Qa))] :

(1.24)

Figure 1.1: Interpretation as path integral.

1.1.3 The Interpretation as Path Integral

The interesting property of this formula is that it allows for an interpretation as a path
integral. To understand this, we imagine that the points ¢ = qo, ¢1,...,q, are linked
by straight lines, leading to piecewise linear functions (see fig. 1.1). We divide the time
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1.1. PATH INTEGRALS IN QUANTUM MECHANICS

interval ¢ into n subintervals of length € = ¢/n each, and identify ¢, = ¢(s = ke). The
exponent of (1.24) can now be interpreted as the Riemann sum, which leads in the limit
€ — 0 to the integral

Z ( (L= q]>z - v<qj>> ~ [ [% (%) - v<q<s>>] S )

This integral is now precisely the classical action of a particle (of mass m), moving along
this path, since the integrand is just the Lagrange function.

atoh it =3 (50) ~viate). (126

whose action is

Sla(s) = [ ds Lials).d(5) (127

S0
The multiple integrals dg; - - - dg, imply that we are integrating over all possible (piecewise
linear) paths, connecting go and ¢. In the limit n — oo the separate linear pieces become
shorter and shorter, and we can approximate any continuous path from ¢y to ¢ in this
manner. The above formula thus sums over all possible paths beginning at time ¢ = 0 at
position gy, and ending at time ¢ at position ¢g. The different paths are weighted by the

phase factor
D [iS[Q(S”] . (1.28)

h

Formally, we may therefore write

q(t)=q .
K(t,q,q0) =C / Dq 51/ (1.29)

q(0)=qo

where C' is the formal expression

C = lim ( )2 . (1.30)

m
n—oo \ 2mihe
Here C'- Dq corresponds to the limit of the integrals (1.24) for n — oco. As we will see, the
divergent prefactor will cancel out of most calculations, and thus should not worry us too
much. (However, mathematically, the definition of the path integral is somewhat subtle
because of this.)

One of the nice features of the path integral formulation of quantum mechanics is that
it gives a nice interpretation to the classical limit. The classical limit corresponds, at
least formally, to A — 0. In this limit, the phase factor (1.28) of the integrand in the
path integral formula (1.29) oscillates faster and faster. By the usual stationary phase
method one therefore expects that only those paths contribute to the path integral whose

8



1.1. PATH INTEGRALS IN QUANTUM MECHANICS

exponents are stationary points. Since the exponent is just the classical action, the paths
that contribute are hence characterised by the property to be critical points of the action.
But because of the least action principle these are precisely the classical paths, i.e. the
solutions of the Euler-Lagrange equations. In the classical limit, the path integral therefore
localises on the classical solutions.

1.1.4 Amplitudes

The knowledge of the propagator kernel allows us to calculate other quantities of interest.
In particular, in quantum mechanics we are usually interested in expectation values of
operators, i.e. in quantities of the type

(s ()] Ou(m1) -+ - Oulm) |1:(0)) (1.31)
where 1); and 1y are the initial and final state evaluated at ¢ = 0 and ¢, respectively, and
O;(7;) is some operator that is evaluated at time t = 7; with 0 < 7 < 71 < -+ < Ty <

71 < t. Since we may expand any wavefunction in terms of position eigenstates, we can
determine all such amplitudes (1.31), provided that we know the amplitudes

(¢, t] O1(11) - - - Ou(71) |0, 0) - (1.32)

Suppose now that O;(7) can be expressed in terms of the position operator ¢(7), say
Oi(1) = Pi(q(7)), where P, is a polynomial. Then it follows immediately from the above
derivation that (1.32) has the path-integral representation

q(t)=q

(¢,t]O(g(m1)) - - Ou(4()) |q0, 0) = / Dq Pi(g(m)) - Pla(m)) eV . (1.33)

q(0)=qo

Indeed, we simply take [ of the intermediate times to be equal to 7;, i = 1,...1. At the
corresponding intervals P;(q(7;)) acts as a multiplication operator, and we hence directly
obtain (1.33).

A convenient compact way to describe these amplitudes is in terms of a suitable gen-
erating function. To this end, consider the modified path integral

1] = /Dq exp[% /Ot ds(L(q,q, s)+J(s)q(s))} , (1.34)

where J(s) is some arbitrary ‘source’ function. In order to obtain (1.33) from this we now
only have to take functional derivatives with respect to J(7;), i.e.

(0,4 O(d(m)) -+ - Ould()) lao, 0) = P, (ﬁ‘)) .7 (%) 1] (1.35)

J=0
Here the functional derivative is defined by

) )
(U(T)J(t):é(T—t) or




1.1. PATH INTEGRALS IN QUANTUM MECHANICS

which is the natural generalisation, to continuous functions, of the familiar

0 0
%Zﬂj = 5@‘ or O ijaj = a; . (137)
J

Using these calculation rules it is then clear that (1.35) indeed reproduces (1.33). Often,
introducing the generating function is not just a formal trick, but actually simplifies calcu-
lations since in many situations I[.J] is as difficult to compute as the original path integeral
I[0].

1.1.5 Generalisation to Arbitrary Hamiltonians

For the following we want to generalise the formula (1.29) to the case where the Hamiltonian
is not necessarily of the form (1.19). We can still introduce a partition of unity, but now
in each step we have to evaluate

(gj1le " q;) (1.38)

where H = H(q,p) is a general function of ¢ and p. We can always find a suitable ordering
of the terms, the so-called Weyl ordering for which the ¢ appears symmetrically on the left
and right of p, so that

dp; Qj+1 + 4 i (dj41—a;)/h
(gj+11H (q,p)|q;) = /2—7;]-1 (%J?j Pl =ah (1.39)
Plugging this into (1.38) and using analogous arguments as above we find in the limit
n — oo 4 .
it . _ it qdj4+1T45 . .
<Qj+1|€_£7H‘Qj> :/%e h;H(7]+2 JvPJ) ePi(d+1—=a5)/h (1.40)
T
Note that if H is of the form (1.19), H = Hy + V/, then we get
dp; it _aty (L1t it (41t

/%e—ﬁn%(w)e weV () gimsara—ap/h _ iV (U J)K0<Qj+1,Qj) ’ (1.41)

where K is the free propagator kernel; this then agrees with (1.23). Using now (1.40) we
obtain for the propagator kernel in the general case

) dq;dp; ) ic Qi1 + q;
K(t,q,90) = nh_{go/l;[ #exp [ﬁ ;Pj(%'ﬂ —qj) — %H (%;pj , (1.42)
where ¢ = t/n, as before. The exponent is now the Riemann sum of the integral

/ dt (pi — H(q.p)) . (1.43)

while the integration is over the full phase space. Formally, we can therefore write this as

K(t,q,q) Z/Dqu exp {% /Ot dt (pq'—H(q,p))} : (1.44)
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

1.2 Functional Quantization of Scalar Fields

Next we want to apply the functional integral formalism to the quantum theory of a scalar
field. Our goal is to derive the Feynman rules for such a theory directly from functional
integral expressions. From now we shall set h = 1.

The general functional integral formula (1.44) holds for any quantum system, and thus
we should also be able to apply it to a quantum field theory. To get a feeling for how
this works, let us first consider the case of a scalar field theory. Here the analogue of the
coordinates ¢; are the field amplitudes ¢(x), and the Hamiltonian is

H= /d3x 37+ 3(Vo) +V(9)] - (1.45)
Thus our formula becomes
(@0l 10,00 = [ Do expli [t (i = dn* = (Va2 = Vie))] . (146)

where the functions over which we integrate are constrained to agree with ¢,(x) at 2° = 0,
and ¢y(x) at z° = t. Since the exponent is quadratic in 7, we can complete the square and
evaluate the D integral, using

/Dﬁexp / d*x ( ¢)2+%/Otd4x$2} :exp[i /Ot dz %(bQ] . (1.47)

(As always in the following, we shall ignore overall (field-independent) constants; as will
become clear soon, they do not play any role in the calculation of physical quantities.)
Then our formula becomes simply

ol 6, = [ Do e [t £i6.m] (L3

where L(¢, ) is the Lagrange density
L(p,7) = 30,00"¢ —V(¢) , (1.49)
with 8,0 9"¢ = ¢* — (V¢)?

The time integral in the exponent goes from 0 to ¢, as determined by our choice of
transition amplitude; in all other respects this formula is manifestly Lorentz invariant.
Any other symmetries that the Lagrangian may have are also explicitly preserved by the
functional integral.

1.2.1 Correlation Functions

Just as in the case of quantum mechanics, we can now also determine correlation functions
which are also of primary importance in quantum field theory. Inspired by (1.33) let us

11



1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

consider the expression

[postaoten i [ o). (1.50)

where the boundary conditions on the functional integral are ¢(—T,x) = ¢,(x) and
o(T,x) = ¢p(x) for some given functions ¢, and ¢,. We would like to relate this quantity
to the two-point correlation function of ¢; and ¢5. Using essentially the same logic as
before (but formulating it more formally now), we break up the functional integral as

/D¢:/D¢1(X) /D¢2(x) /¢(x?,x)—¢1(x) D¢ . (1.51)
¢ = ¢a2(x)

The main functional integral [ D¢ is now constrained at times 2 and z3 (in addition to the
endpoints £7), but we must integrate separately over the intermediate configurations ¢, (x)
and ¢9(x). After this decomposition, the extra factors ¢(z1) and ¢(z2) in (1.50) simply
become ¢1(x1) and ¢o(X2), respectively, and can be taken outside the main integral. The
main integral then factors into three propagating kernels, and we can write (1.50) as

/ Dén(x) / Do (x) . (x1) 2 (x2)
X (dple T 6y) (o] e = o)) (g [e 7 HEHD g, ) (1.52)

Using the completeness relation

[ Parlonia =1 (1.5)

this can be simplified to
(oo™ TR p(xz) =MD g(xy)e T D] g, ) | (1.54)
where the operators ¢(x;) and ¢(xg) are time-independent, i.e. live in the Schrédinger

picture, and we have assumed that 29 > ¥ — otherwise the order of the operators ¢(x;)
and ¢(xy) is reversed. The relation between Schrodinger and Heisenberg picture is

du(z) = e p(x)e " (1.55)

and thus (1.54) can be written as

(%!e”HTT(d)H(xl) d)H(xz)) e M) (1.56)

where T denotes the usual time ordering.
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

In quantum field theory one is usually interested in time-ordered vaccum correlation
functions. In order to obtain this from the above, we want to take the limit 7" — oo, and
replace ¢, and ¢, by the vacuum state €). Formally this can be done by taking the limit

T =s-(1—ie) s — 00 —  this will be abbreviated as T' — oo(1 — 7€)  (1.57)
since a negative imaginary part of T" implies that the exponential has the form
6—2'HT — e—iHse—SH 7 (158)

and hence projects in the limit s — oo onto the state with smallest eigenvalue of H,
namely the vacuum. In doing so we will obtain some awkward phases and overlap factors,
but these cancel if we divide by the same quantitiy, but without the insertion of the two
extra fields. Thus we obtain the simple formula

(1.59)

Do da)p(a) expi [T da L(9)
QT (onteontea) 0=, )™, exp[z-wfdm ]'

This is our desired formula for the two-point correlation function in terms of functional
integrals. Higher point functions are obtained similarly by inserting additional factors in
the numerator. The other point worth stressing is that the final formula is indeed a ratio
of path integrals, and hence does not depend on the precise overall normalisation of either
of them. (This justifies why we can always be careless about overall normalisations.)

1.2.2 Feynman Rules

Our next aim is to show that the right-hand-side of (1.59) computes the same correlation
functions as those that are obtained from the usual Feynman rules. We shall ignore in the
following the infrared and ultraviolet divergences of the corresponding Feynman diagrams,
but will only attempt to reproduce the same formal Feynman rules. In particular, this
therefore shows that we do not introduce any new types of singularities in the functional
integral formulation. First we discuss the free Klein-Gordon theory, before generalising our
analysis to the ¢* theory.
The action of the free Klein-Gordon theory is

Sy = /d“xﬁo - /d% [%@Lgb@“qﬁ— Lm2g?| | (1.60)

Since Ly is quadratic in ¢, the functional integrals take the form of generalised infinite-
dimensional Gaussian integrals. We will therefore be able to do them exactly.

Since this is the first functional integral computation, we shall do it in a rather pedes-
trian manner — later on the relevant Gaussian integrals will be performed directly. In
order to define the measure of the path integral we think of the theory as being defined

13



1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

on a (square) lattice with lattice spacing e, taking ¢ — 0 in the end. We furthermore
take the four-dimenisonal space-time to have volume L*, where L is the size of each lattice
direction. Up to an overall (irrelevant) factor, the path integral measure then equals

D¢ = Hdgb(xi) . (1.61)

The field values ¢(x;) can be represented by a discrete Fourier series

;) VZ e~ i) (1.62)

where k# = 27 with n* integer, |k*| < 7/e and V = L*. The separate Fourier coefficients
are complex, but since ¢(z) is real, we have the constraint ¢*(k) = ¢(—k). We will regard
the real and imaginary parts of the ¢(k,) with £ > 0 as independent variables. The change
of variables from the ¢(z;) to these new variables ¢(k,) is a unitary transformation, so we
can rewrite the integrals as

= | dRed(kn) dIm(ky) . (1.63)

k9 >0

Later we will take the limit L — oo, € — 0. The effect of this limit is to convert discrete
finite sums over k, to continuous integrals over k

%;->/<;l7:§4 : (1.64)

With these preparations we can now compute the functional integral over ¢. Rewriting
the action (1.60) in terms of the Fourier modes we have

So = ZQ — kp)lo(kn)|*

1

- -7 Lm? = k2)[(Re ¢)? + (Im ¢,)?] (1.65)

where we have introduced the abbreviation ¢,, = ¢(k,). The quantity (m* — k2) = (m? +
[k,|> — (k2)?) is positive as long as k2 is not too large. In the following we will only
consider the case where (m? — k2) > 0, i.e. kU is not too large; after doing the sum (or

rather integral) we will then analytically continue our answer to arbitrary k9.
Let us now do the path integral without any insertions of fields, i.e. the denominator

14



1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

of (1.59). This now takes the form of a product of Gaussian integrals since we can write

[ o - H/dendIm% exp[5 3 (= K)Ion]

k9 >0 nlk9 >0
= H / dRe ¢, eXp —= Z (mQ—ki)(Re@L)Q]

k9 >0 n|k:0>0

<[] / dIm ¢, eXp _L Z (m? —ki)(lmd)n)?]
kS >0 n|l<:0>0
—z7rV —mV —z7rV

= \/ = ] (1.66)

k0>0 allkzn

The calculation of the Gaussian integrals in going to the last line is somewhat formal since
the exponents are purely imaginary. However, in applying the formula to (1.59) we are
interested in taking the time integral along a contour that is slightly rotated clockwise in
the complex plane, t — (1 —i€). In terms of the Fourier modes this means that we should
replace k® — k°(1 + 4€) in all of these equations. Thus (k* — m?) — (k* — m? + ic), and
the ie term gives the necessary convergence factor for the Gaussian integrals.

To interpret the result of (1.66) let us consider as an analogy the general Gaussian

integral
H/dﬁk exp|—£:Bi;¢;5] (1.67)
k

where B;; is a symmetric matrix with eigenvalues b;. To evaluate this integral, we write §; =
O;;xj, where O;; is the orthogonal matrix of eigenvectors that diagonalises B. Changing
variables from &; to the coefficients x; we have

H/d&“ exp[~&iBig)] = H/dﬂ?k exp[— ) bizf] (1.68)
K - :
— H/dxz exp|—bz}| = H /bzi — const x (det B)73 .

We now want to argue that (1.66) is also of this form. To see this, we rewrite, using
integration by parts

So = %/d% ¢(—0* — m?)¢p + surface terms . (1.69)

Thus our path integral in (1.66) is of the same form as (1.67) if we identify the operator
B with
B=m?+0%, (1.70)

and thus formally write

/D(beis0 = const x [det(m® + 82)}_é : (1.71)
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

This object is called a functional determinant. The actual result in (1.66) is quite ill-defined,
but as we shall see, all the factors will cancel for the actual calculation in (1.59). There
are, however, circumstances where also the functional determinant itself has a physical
meaning.

Next we turn to the numerator of (1.59). The Fourier expansion of the two extra factors
of ¢ equals

) otra) = T (172)

Thus the numerator is

L Z st T / dRe ¢, dTm é, (1.73)

k2>0

% (Re hy + ilm ) (Re ¢y + ilm ) exp[—é S (m ) [(Redn)? + (Im o, -

n|k9 >0

For most values of k,, and k; this expression is zero since the extra factors of ¢ make the
integrand odd; indeed it follows from the reality condition ¢*(—k) = ¢(k) that Re ¢y, is
even, while Im ¢,, is odd. The situation is more complicated when k,, = +k;. Suppose
for example that k2 > 0. Then if k; = +k,,, the term involving (Re ¢,,)? is non-zero, but
is precisely cancelled by the term involving (Im ¢,,)?. If k; = —k,,, however, we get an
additional minus sign for the (Im ¢,,)? term (since Im ¢,, is odd), and then the two terms
add. The situation is identical for £ < 0, and thus we get altogether

(1.73) V2Z o (H mz—k:%)mz—k‘fn—ie7 (1.74)

k93>0

where we have used that
/dRe on (Re gbn)2 exp [—%(m2 — kfn)(Re gbn)ﬂ

_wv 9 /dRegbn exp —im — 12)(Re ¢,)?]
om?

0 —Zﬂ'v —Z7TV
— . 1.
ZV@m? \/ — k2 —ie m? — k2 ) (1.75)

Now the factor in brackets in (1.74) is identical to the denominator, see (1.66), while the
rest of the expression is the discretised form of the Feynman propagator. Indeed, taking
the continuum limit (1.64) we get from (1.59)

QT (oo ote) 90 = [ G = Do (7O

2m)4 k2 — m? + ie

This reproduces therefore exactly the correct Feynman propagator, including the ie pre-
scription.
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

In order to check that this reproduces the Feynman rules we now consider higher corre-
lation functions. (We still consider just the free Klein-Gordon theory.) Inserting an extra
factor of ¢ in the numerator of the path integral (1.73) we see that the three-point function
vanishes since the integrand is now odd. All other odd correlation functions also vanish
for the same reason.

The four point function, on the other hand, has four factors of ¢ in the numerator.
Fourier-expanding the fields we obtain an expression similar to (1.73), but with a quadruple
sum over indices that we will call m, [, p and q. The integrand contains the product

(Re O + 1Im ¢m) (Re ¢+ ilm ¢l) (Re ¢p + 1Im qﬁp) (Re ¢q + 1Im ¢q) . (1.77)

Again most terms vanish because the integrand is odd. One of the non-vanishing terms
occurs when k; = —k,, and k, = —k,. After the Gaussian integrations this term of the
numerator is then

1 —ikm-(x1—x2) 7ikp-(:v1712)( —irV ) —iV —V
V4;€ € HTTLQ—]{;?L m2_k72n_i€m2_kg_i€>

k9 >0

Voo (H —iTV )DF(HCl — ) Dp(s — 24) . (1.78)

2 2
m? —k
k9>0 n

Note that here we have here pretended that m # p since otherwise we do not just get the
square of (1.75) but rather

. 3 —inV —iV ?
/dRe bn (Re ¢,)* exp[—%(m2 —k2)(Re Cbn)z] 4\ m2 _Z/:z e ( Z ' ) '
(1.79)

The combinatorial factor of 3 by which this differs from the square of (1.75) is taken care
of once we sum over the other ways of grouping the four momenta into pairs. Altogether
we then get

(T (6(21) 6(22) 6(25) 6(20) ) 1) = D = 22) Dir(wg — )
+Dp(x1 — x3) Dp(2s — 24)
—f-DF(fL’l — l’4) DF(ZEQ - 173) . (180)

This agrees then exactly with the expression one obtains from applying Wick’s theorem.
By the same methods we can also compute higher (even) correlation functions. In
each case, the answer is just the sum of all possible contractions of the fields. The result
is therefore identical to that obtained from Wick’s theorem. This establishes that the
correlation functions obtained from the path integral formulation agree (for the free Klein-
Gordon theory) indeed with those obtained by applying the usual Feynman rules.

We are now ready to apply the same techniques to the ¢* theory. For this we add to
the Lagrangian of the free Klein-Gordon theory the ¢* interaction
A

L=Lo—7 . (1.81)
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

Assuming that A is small, we can expand

exp[z’/d‘lxﬁ} :exp[i/d4x£0] (1—i/d4:c %¢4+~--) : (1.82)

Making this substitution in both numerator and denominator of (1.59), we see that each
term (aside from the constant factor (1.66) which again cancels between numerator and
denominator) is expressed entirely in terms of free-field correlation functions. Furthermore,
using that i [ d®x Ly = —iHine, we can rewrite (1.59) as

O (oo 00 =ty I D0AIAT D i 7 dt Hua()]

A - (1.83)

T—o00(1—1€) f’D¢ exp [l f—T dt Hint(¢)i|
Since both numerator and denominator are just free field path integrals we can use the
above results to replace them by the appropriate time-ordered correlation functions, i.e.
we get

AT (0) dla) exp[i [T dt Hu(9)]) |9
QT (6(w) 6(22)) [Q)s = Tim e R T

(1.84)
This then agrees precisely with the formula that was derived in QFT L.

1.2.3 Functional Derivatives and the Generating Functional

To conclude this section we shall now introduce a somewhat more elegant method to
compute correlation functions in the path integral formulation. This will parallel our
discussion for quantum mechanics from section 1.1.4.

First we generalise the functional derivative to functions of more variables, by defining

o o

el =00y e e [ dwiwet) = ot . (189

Functional derivatives of more complicated functionals are defined by applying the usual
product and chain rules of derivaties. So for example we have

%@) exp [Z / dy J (y)d)(y)} = 1p(x) exp [2 / d'y J(y)o(y)| - (1.86)

Furthermore, if the functional depends on the derivative of J, we integrate by parts before
applying the functional derivative, i.e.

0 4 H — 2
57 [ TV = V@) (187)
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

As in section 1.1.4 we now introduce the generating functional of correlation functions
Z[J]. (This is sometimes also called W[J].) For the scalar field theories at hand, Z[J] is
defined as

Z[J] = / Do exp[i / diz (£+J(a:)¢(:c))] . (1.88)

Note that this differs by the usual functional integral over D¢ by the source term J(x)p(x)
that has been added to the Lagrangian £. Correlation functions can now be simply com-
puted by taking functional derivatives of the generating functional. For example, the two
point function is

QU (st oe)) 1) = - (<isre—) (i) 20| (189)

where Zy = Z[J = 0]. Here each functional derivative brings down a factor of ¢ in the
numerator of Z[J]; setting J = 0 we then recover (1.59). To compute higher correlation
functions, we simply take more functional derivatives.

The formula (1.89) is very useful because in a free field theoy Z[.J] can be rewritten in
very explicit form. To see this, let us rewrite the exponent in the generating functional as

/ dhe (L4 T6] = / & [Lo(—0% — m? +ie)p+ T4 . (1.90)

Here, the ie term is the convergence factor for the functional integral we discussed above.
We can complete the square by introducing a shifted field

#() = o(a) ~ i [ d'yDr(e~9)J(0) (L9
Recall that Dp is a Green’s function of the Klein Gordon operator, i.e.
(=0* = m? +i€)Dp(x —y) =i 6W(z —y) , (1.92)
and hence that we can, more formally, write the change of variables as
¢ =¢+ (=0 —m>+ie) 1T . (1.93)
Making this substitution we then get
/d% [£+J¢] = /d4x [4(¢/ + i Dpd) 62— m? +id (¢! + [ DrJ) + Jo)|
— /d% [%gf)’(—@g —m? +ie)p —¢'J
—LfDpJ (~0% = m* +i€) [DpJ + J(¢) +i[ DrJ) |
= /d4a: [%Qﬁ’(—@Q —m?+ ie)¢’]
- [ @ dy ) -iDea - 1) T (1.94)
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1.2. FUNCTIONAL QUANTIZATION OF SCALAR FIELDS

More formally, we can also write this as
/d%; L+ J¢] = /d%’% [¢’(—82 —m? +ie)d — J(—=0* —m* + ie)_lj] . (1.95)

Now we change variables from ¢ to ¢’ in the functional integral (1.88) . This is just a shift,
and hence the Jacobian of the transformation is 1. The result is therefore

Z[J] = / D¢’ exp [z / d4xco(¢’)} exp [—i / d*z d*y 1] (x)(—iDp)(z — y) J(y)] . (1.96)

The second exponential factor is now independent of ¢/, while the remaining integral over
¢’ is precisely Zy. Thus the generating function of the free Klein-Gordon theory is simply

210 = Zy exp| -4 / a2 d'y J(x) Dy(x — ) J(y)] (1.97)

Let us now use this to calculate the correlation functions, following (1.89). The two-point
function is

- 5fo2) o / d'x dy J(x) Dp(z —y) J(y) -
— 57 [+ [ duDsten =t = [ desopeta ) G
= Dp(r1 — x2) . (1.98)

Note that in taking the second derivative only those terms survive where the functional
derivative removes the J-factors outside the exponential since the other terms vanish upon
setting J = 0. We therefore reproduce the correct formula.

It is instructive to work out the four-point function by this method as well. In order
not to clutter the notation, let us introduce the abbreviations ¢, = ¢(xy), J, = J(x),
D,y = Dp(x — x4), etc. Furthermore we shall use the convention that repeated subscripts
will be integrated over. The four-point function is then

T (61620561 |90)

o o0 9
5Jy 6J; (5J3( 4)eXp[ 2 Yy y] .
o 90
= 5—{]1 5_J2 (—D34 + JzDz4JuDu3) exp[—%JxnyJy] o
)
= <7 <D34J2Dz2 + D24JuDu3 + JzDz4D23) exp[_%JxnyJy]
0.1 J=0
= (Ds4D1y + D3y Dis + D1sDss) (1.99)
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1.3. FERMIONIC PATH INTEGRALS

in agreement with (1.80). The rules for differentiating the exponential give rise to the same
familiar pattern: we get one term for each possible way of contracting the four points in
pairs, with a factor of D for each contraction.

The generating functional method used above can also be used to represent the cor-
relation functions of an interacting field theory. Indeed, formula (1.89) is equally true in
an interacting theory. For an interacting theory, however, also the factor Z; is non-trivial.
In fact, it is just given by the sum of vacuum diagrams. The combinatorical issues in
the evaluation of the correlation functions is then exactly the same as in the Feynman
diagrammatic approach.

1.3 Fermionic Path Integrals

For the application of the path integral methods to gauge theories we also need to be
able to deal with fermionic fields. In order to do so we need to introduce a little bit of
mathematical machinery, namely anti-commuting (or Grassmann) numbers. We will define
them by giving algebraic rules for manipulating them. These rules are somewhat formal
and may seem ad hoc; we will subsequently justify them by showing that they lead to the
familiar quantum theory of the Dirac equation.

The basic property of anti-commuting numbers is — not surprisingly — that they
anti-commute, i.e. if  and n are anti-commuting numbers then

On=-no. (1.100)
In particular, the square of a Grassmann number is zero
00 =0. (1.101)

It is easy to see that a product of two Grassmann numbers (67) commutes with other
Grassmann numbers. The Grassmann numbers form a complex vector space, i.e. we can
add them and multiply them by complex numbers in the usual way; it is only among
themselves that they anti-commute. It is convenient to define complex conjugation to
reverse the order of the products, just like Hermitian conjugation

@n) =n*"0"=—-0"n". (1.102)

We will want to define some integral calculus for these anti-commuting numbers, i.e.
we would like to define the expression

/dgf(g) : (1.103)

where f(0) is a complex-valued function defined on the space of Grassmann numbers. We
may expand the function f(6) in a Taylor series as

f(8) = £(0) + 60 , (1.104)
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1.3. FERMIONIC PATH INTEGRALS

and the series will terminate after the second term because of (1.101). Thus we have

/def(e) = /de(f(O) +61'(0)) . (1.105)

The integral should be linear in f, i.e. it should be a linear combination of f(0) and f"(0).
Furthermore, it should be invariant under shifting 6 — 6 = 6 4+ 7. Then we get

/d@ f(0) = /d@(f(@) +0£'(0)) = /dé ([f(()) —nf'(0)] +éf’(0)) : (1.106)
Thus we conclude that
/d9 1=0, /d9 f(0) = const x f'(0) . (1.107)

We may fix the constant to be equal to one, i.e. we may normalise our integral so that

/d@@: 1. (1.108)

Then [dff(0) = f'(0), i.e. integration is effectively differentiation!

When we perform multiple integrals over more than one Grassmann variables a sign
ambiguity arises; we shall adopt the convention that

/d@ /dnn&z 1, (1.109)

i.e. the innermost integral is performed first, etc.
One of the key properties of these Grassmann integrals is their behaviour under chang-
ing variables. Suppose we want to integrate

/d&nmd&lf(el,...,@n) (1.110)

and we want to study the behaviour of the integral under a change of variables,

where M;; is a complex matrix. In order to determine the corresponding Jacobian, we
write

1 = /d@n---délél---é’n

= (Jacobian) /dnn codm My, - Myj,m;,
= (Jacobian) det(M) , (1.112)
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1.3. FERMIONIC PATH INTEGRALS

from which we conclude that
(Jacobian) = det(M) ™' . (1.113)

Note that this is precisely the inverse of what would have appeared for a usual commuting
integral. This maybe surprising property is essentially a consequence of the fact that
Grassmann integration is effectively differentiation, and hence behaves in the opposite way
under coordinate transformations as normal integration.

For a complex Grassmann variable # we can introduce real and imaginary part in the
usual manner, i.e. we define

1

= (0-0). (1.114)

1
(91:5(9+0*> 5 92

so that 6 = 6, 4+ i,. We can then treat #; and 6y as independent variables, and hence

define
/d91d92 0,0, =1, (1.115)

Written in terms of an integral over # and 6*, we then find
/d&* oo =1. (1.116)

[In this case we have for the transformation matrix

o

and hence the substitution formula becomes

=2 fwnar

1

2‘) C det(M) = % (1.117)

N[—= N|—=

_1
2i

* * __1 * x %
Z 066 +6) = 2/d0d0 (06" — 6°0) . (1.118)

which then leads to (1.116).]
In order to get a feeling for what these integrals are let us evaluate a Gaussian integral
over a complex Gaussian variable

/d@* dfe " = /d@* do(1 — 07b0) = /d@* dd(1+600"b)=b, (1.119)
where b is a complex number. Note that unlike a usual (commuting) Gaussian integral the

answer is proportional to b, rather than to %’r On the other hand, if we have an additional
factor of #0* in the integrand, we get instead

S| =

/d@* doeg e =1=_.b, (1.120)
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1.3. FERMIONIC PATH INTEGRALS

i.e. the extra #0* introduces a factor of (1/b), just as in the bosonic case.
For the case of a general multidimensional Gaussian integral involving a Hermitian
matrix B with eigenvalues b; we then get

/ [T do; do; e~ 5% = / [ d6; do; =% = T] b: = det(B) (1.121)

where we have used that the Jacobian of the transformation putting the matrix into diag-
onal form, (UTBU);; = 0;;b; is det(U) det(U)* = 1, since U is unitary. Similarly, one can
show (Exercise) that

/ [ d6;d6; 6.67e~%Ps% = (det B) (B~ s - (1.122)

Inserting another pair 6,,0% in the integrand would yield a second factor (B™1),,,, as well
as a second term in which the indices | and n are interchanged (the sum of all possible
pairings). In general, except for the determinant appearing in the numerator rather than
the denominator, Gaussian integrals over Grassmann variables behave exactly the same as
in the usual commuting case.

1.3.1 The Dirac Propagator

A Grassmann field is a function of space-time whose values are anti-commuting numbers.
More precisely, we can define a Grassmann field ¢(z) in terms of a set of fixed Grassmann
variables 1;,

la) =3 vidi(a) . (1.123)

where the coefficient functions ¢;(z) are ordinary complex valued functions. For example,
to describe the Dirac field, ¢ will run from ¢ = 1,...,4 and the ¢; can be identified with
the four components of a spinor.

With these preparations we can now also formulate the correlation functions of fermions,
in particular the Dirac fermion, in terms of a path integral. More specifically, we claim
that the analogue of the generating functional (1.88) is

Zln,m] :/wa exp[z’/d“m (P —m)w + 7% +vn) | | (1.124)

where 7 and 7 are Grassmann-valued source fields. As before we can complete the square
by shifting

¥ d(x) = P() —i/d4y5F(x—y) ny), YY) =9() —i/d4ySF($—y) ),
(1.125)
where Sr(x — y) is the Feynman propagator, i.e. the Green’s function for

(i) — m)Sp(x —y) = 6D (@ —y) , (1.126)
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which is explicitly given by

Bk ie ey
Sr(z —y) = / e F—miie (1.127)

Since the Jacobian is trivial, we then get

2l = Zo-expi [ dodyn(e)See - y)atw)] (1.125)

where Z; is the value of the generating functional with vanishing sources, n = 1 = 0.
To obtain correlation functions, we will now differentiate Z[i, n] with respect to n and 7.
First, however, we must adopt a sign convention for derivaties with respect to Grassmann
numbers. If n and 6 are anticommuting variables, we define

d d
SO =——nh=—0. 1.129
a7 " ( )

Then the two-point function is given by

szEDw ez(p [Z f d*z &(Z@ im)w] Y(x1) 12(%)
[ DYDY expli [ d*z (i) — m)i]

— 7! (;i%) (+i$) Z[ﬁ,n]'n:nzo. (1.130)

QT ((21) Bla2) ) [2) =

Plugging in the explicit formula for (1.128) we then obtain

QT ((21) Bl2) ) [9) = Spls = w2) (1.131)

Alternatively, we can also do the ratio of path integrals directly. The denominator of the
first line of (1.130) is formally equal to

/ DIDY expli / e G — m)w) = det[—i(id — m)] , (1.132)

as follows from (1.121). On the other hand, according to (1.122), the numerator equals this
same determinant times the inverse of the operator —i(i¢) — m). Evaluating this inverse
in Fourier space then leads directly to (1.127). Higher correlation functions of free Dirac
fields can be evaluated in a similar manner. The answer is always just the sum of all
possible full contractions of the operators, with a factor of Sg for each contraction. This
then reproduces precisely the familiar result that one may obtain, for example, from Wick’s
theorem.
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Chapter 2

Functional Quantization of Gauge
Fields

The goal of this chapter is to apply the functional methods that we developed so far to
gauge fields. We will derive the propagators of gauge fields, for example the photon field
A* (i.e. QED) and the gauge fields A*(® of non-Abelian gauge theories like QCD. This
will lead to the Feynman rules for QED and QCD where we will see that the non-Abelian
case is much more subtle. We begin this analysis by studying gauge invariance which we
already know to be the main tool to make QED consistent (Ward identities etc.).

2.1 Non-Abelian Gauge Theories

The idea of gauge theories is to construct the Lagrangian of a theory by imposing sym-
metries that it should satisfy. In order to construct QED or QCD, we start from the free
Dirac Lagrangian

L=V(ij —m)¥ (2.1)

and require that certain gauge symmetries are fulfilled. The new idea is to take the gauge
symmetry as the most fundamental ingredient of the theory and to take it as the starting
point to determine the structure of the whole theory.

2.1.1 U(1) Gauge Invariance

Imposing a U(1) gauge symmetry will lead to QED. The Lagrangian is said to be invariant
under U(1) if £ does not change under the U(1) gauge transformation

U — U = eia(a})\p(x) with U(ZE) = eia(x) c U(l) (22)

where U(1) denotes the 1 x 1 matrices U (i.e. complex numbers) that satisfy UUT = 1.
This is a local gauge transformation because the gauge transformation parameter a of
U(z) € U(1) is space-time dependent.
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2.1. NON-ABELIAN GAUGE THEORIES

Note that the Lagrangian (2.1) is already invariant under a global U (1)-transformation.
It is reasonable to impose that it should also be invariant under a local gauge transforma-
tion. These transformations correspond to multiplications with phase factors which have
no observable effects. The term m¥W is not a problem because it is obviously invariant also
under local U(1)-transformations. A problem arises if we consider terms with derivatives:

0,¥ — 0,V = U(9,7) + (0,U)V. (2.3)

We see that 9,¥ does not transform covariantly (i.e. like ¥). The partial derivative 9,V
is not even well defined. This is because the derivative of W(z) in the direction of a unit
vector n*, given by

n"0,¥ = lim ! (U (z +en) — ¥(z)], (2.4)
e—0 €
is not well defined itself. This expression contains the difference of two fields at different
points in space-time which transform differently under the local gauge transformation.
Thus the transformation behaviour of this object is not well defined.
We solve this problem by defining a scalar quantity U(y, x) called comparator which
compensates for the difference in phase transformations from one point to another. We
impose that U(y,z) transforms as

Uly,z) — eWU(y, z)e @) with U(y,y) = 1. (2.5)

This implies that U(y, z)¥(x) and ¥(y) have now the same transformation behaviour. We
can now define a covariant derivative by

WD, () = lim é (W(z + en) — Uz + en, )0 ()] (2.6)

which is well-defined because the two terms inside the brackets have the same transforma-
tion behaviour. Taking ¢ infinitesimal, we deduce that

9,
U(x+en,z) =U(x,x) —i—sn“a—yuU(y, x)‘y:m +0 (&%)
=1

=1+igen'A,(z) (2.7)

where g is a conventional constant and A, (z) a vector field. The covariant derivative of ¥
is

D,V (z) =0,¥(x) —igA,¥(z) | (2.8)

Note the analogy to general relativity. We consider here a covariant derivative of a field
W. In general relativity, one considers covariant derivatives of vector fields:

D,V# =09,V + T} V. (2.9)

27



2.1. NON-ABELIAN GAUGE THEORIES

So the gauge field A, takes the role which is taken by the Christoffel symbols in general
relativity. We remember from differential geometry that the I'y  relate vector components
at different points in the space-time manifold if the vectors are parallel transported. We
can summarize this analogy as follows:

General Relativity Gauge Theory
Coordinate transformations > Gauge transformations
Connection I'y, ~ Gauge potential A*

If we replace the usual derivative d, by a covariant derivative D, in the Lagrangian
(2.1), we want to get the following transformation rule for the derivative term:

VPV =P
& DV =U(r)D,V. (2.10)
We thus have to require
. ! .
DV = (9, —igA,)U(x)¥(z) = U(x) (0, — igA,) ¥ (2.11)

This condition is satisfied if A, transforms as follows:
_ 1 _
A; =U(x)A,U(x) - EU(.T) 1 [0,U(x)]. (2.12)

Rewriting U(z) = €@ the U(1)-gauge transformation of the gauge field A* reads

, 1
A=A+ gﬁua(aj) . (2.13)

We want to write down a consistent Lagrangian describing the interactions between the
fermions (V) and the gauge field (A*) for the photons. For this photon field to correspond
to a physical field, we need a kinetic term for it. The building block that we have in
order to construct such a kinetic term is essentially the covariant derivative. Because two
covariant derivatives still transform covariantly, we can look at the commutator of covariant
derivatives which is still a covariant object:

(D, D,]¥(x) — U(2)[D,, D,)¥(z). (2.14)

On the right-hand side [D,,, D,| appears as a multiplicative factor not acting on ¥ as a
derivative. This is because the commutator of two covariant derivatives is in fact no longer
a derivative:

[Dy, DV = [(0, —igAy) (0, —igA,) — (0, — igA,) (O, — igA,)| Y ()
= —1ig [(GMA,, - 8,,/1”)] V()
= —igF,, Y (x) (2.15)
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2.1. NON-ABELIAN GAUGE THEORIES

where F),,, is the field strength tensor of the gauge field A*. It follows from these consider-
ations that F},, is gauge invariant (— exercise). The kinetic term for A, reads —}LF w
so that we finally have the following locally U(1) gauge invariant QED Lagrangian:

Lqep = V(i) —m)¥ — ;l L (2.16)
We see immediately that the photon is massless because a mass term like %mWA“A“ would
break gauge invariance. Note also that this Lagrangian is completely determined by the
gauge invariance requirements: by demanding local U(1) invariance of £, we are forced to
introduce a vector field A* (the photon field) which couples to the Dirac particle ¥ with
charge —g. The transformation rule of this new vector field is then fixed by demanding
the covariance of D, V. Local U(1) invariance therefore completely dictates QED.
One could now easily derive the Feynman rules as in QFT I. One would obtain the
usual factor of —igy* for the photon-fermion vertex. The gauge boson propagator would

. ¥ Lt . . . .
arise from —1F,, F*. It reads —Z% 5. The fermion propagator is ]é_lm and it arises from

W (i) —m)¥. We will soon be able to derive these results in the path integral formulation.

2.1.2 SU(N) Gauge Invariance
SU(N) Transformations

SU(N) describes the non-Abelian group of all unitary transformations U in N dimensions
which satisfy

UUT=1 and  detU = 1. (2.17)
Any U € SU(N) can be written as
U(z) = i@ (2.18)
where o, () are the group parameters (real functions) and T* are called the generators of
SU(N).
These generators T can be written as N x N matrices which are hermitian ((7%)" = T%)
and traceless (tr 7* = 0). They satisfy the Lie algebra commutation relations
[T T = ifTe (2.19)
with fo¢ being the real, antisymmetric structure constants of SU(N). We have
(T[T, T + [T°, [T, T + [T¢, [T*, T"]] = 0. (2.20)
From this relation we also get

fadefbcd + fbdefcad 4 fcdefabd =0 (221)
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2.1. NON-ABELIAN GAUGE THEORIES

which is called the Jacobi identity.
The number of generators 7%, i.e. the dimension of the Lie algebra is

d=N?—1 (2.22)

as one can easily verify by considering the properties of hermitian, traceless N x N ma-
trices: such a matrix has 2N? real parameters of which N? are fixed by unitarity and one
further parameter is fixed by the condition det U = 1, such that a = 1,..., N? — 1.

We have the following representations of SU(N):

e Fundamental Representation:
The fundamental representation is N-dimensional. It consists of N x N special
unitary matrices 777 acting on a space of complex vectors

vy
v=1| : |. (2.23)
Uy

e Adjoint Representation:
The adjoint representation is (N? — 1)-dimensional. The generators are given by the
structure constants:

Tb = fobe (2.24)

which are therefore (N? — 1) x (N? — 1) matrices. The Jacobi identity is trivially
satisfied because

[T°, T e = i f*ITC. (2.25)

Choice of basis: for the matrices T}, we consider (N 2—1) hermitian, traceless matrices

which can be chosen such that
tr(T*T") = Tro™ (2.26)

where the constant Ty is a freely chosen normalization constant of the representation
R. Here we consider Tk = %

Local SU(N) Gauge Invariance of £

Consider an N-dimensional fermion multiplet

Uy
v=| : |. (2.27)
Uy
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2.1. NON-ABELIAN GAUGE THEORIES

Note that in QCD, N = 3, so that ¥ is a triplet and SU(3) describes the rotations in color
space. As in the case of QED, we demand that £ shall be invariant under a local SU(N)
transformation of W characterized by

U(z) — V(z) = V(2)¥(z) = O U (1), (2.28)

The strategy is the same as in QED. We start by constructing a covariant derivative. We
define a comparator U(y, z) which is an N x N matrix transforming as

Uly,z) — V(y)U(y, )V ()" with U(y,y) = 1 (2.29)

such that U(y) and U(y,z)¥(x) transform in the same way. The covariant derivative is
again characterized by

1
n*D,V = liII(l) . (U(x +en) —U(z +en,z)¥(z))]. (2.30)
e—
We expand the comparator as a Taylor series in terms of the Hermitian operators near
U=1:
Uz +en,z) = 1 +igen" ALT® + O(e?) (2.31)

where AT is a Lorentz vector field (the sum is over the generators of the gauge group,
a=1,..,N?—1). Therefore, we find

DY) =, —ig AT, (2.32)

Requiring SU(N) gauge invariance means that
VPV = VP, (2.33)
So D,V has to transform exactly like ¥ (“covariantly”),
D,V — DU =" D p. (2.34)

Imposing the covariance of D,V gives us a condition on how the gauge fields A,(f) have
to transform. We can either do this with the “full” transformation and see what the
transformation Aff) — Aﬁa) has to look like. Or we derive the transformation of Aﬁf‘)
infinitesimally. We will follow the latter approach. In order to do so, we consider an
infinitesimal transformation, given by
U(x) — V'(z) =V (z)¥(x) (2.35)
with  V(z) =14 ia®(x)T*.

Under this transformation A, also transforms infinitesimally:

A, — Al = A, + A, (2.36)
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2.1. NON-ABELIAN GAUGE THEORIES

The invariance condition reads

=D}, —V o=y’
D;\If/ = r(@ — ngCA'C)\ 1+ za“T“ v
(1 + zaaT“) (0, — ng“A“) v (2.37)
=7 » Y

& —igT 0AC +i(9,a") T — 2gT AT = —2ga T T A
1
& TOA = 5(8ua“)T“ +i[T7, T 0" A

1
& AT = gﬁuoﬂ — fabAC| T (2.38)

such that finally

1
Al = A2 + P freAbal (2.39)

the first two terms of which are analogous to QED and the last part corresponds to a term
related to the non-Abelian nature of SU(N).

Next, we need a kinetic term for A (the analogue of —F,, F"” in QED). To this end,
observe that

(D, D) ¥(x) — V(2)[D,, D, ¥ (). (2.40)

Furthermore, we can write the commutator of two covariant derivatives as a field strength
tensor (— exercise):

[D,., D,] = —igF.,T" (2.41)
with | F%, = 0,A% — 0,A% 4 gf ™ AL A | (2.42)

Note that (unlike in QED) F, is not gauge invariant under the gauge transformation of
A% In fact, it transforms in the adjoint representation of SU(N) (— exercise):

a a a a abc b e
Fuu_>Fuv+5Fuu:Fuv_gf ozFW. (2.43)

Thus, in order to make £ invariant, we do not use Fj, directly but rather the trace,

tr <F ) (“)‘“’>, which is indeed gauge invariant:

5 (ngpwa) — 2 (5F2,) e
29fabc ch Fuva
=0 (2.44)
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2.1. NON-ABELIAN GAUGE THEORIES

where we used that fu. is totally antisymmetric, whereas Fj, F*"* is symmetric under
a < c.

We now have all the ingredients to build a locally SU(N) invariant Lagrangian. We
just have to use covariant derivatives instead of usual derivatives and we have to make sure
that £ depends on gauge invariant terms like Fj, F***. Of course, it has to be invariant
also under global SU(N) transformations.

For N = 3, the classical QCD-Lagrangian containing the Yang-Mills part reads

class. ]' a va T/
Lows = —ZFWF“ + (i) —m)¥ (2.45)
Lym Lr

where —%F,S?F (@) ig a gauge-invariant kinetic term for A" It is called the Yang-Mills
term and L& is called a Yang-Mills Lagrangian.
It follows a list of the propagators and vertices in ﬁ%%sl%. The derivation of these using

the functional approach will be sketched in section 2.3.1. Propagators for A} come from
the term (9,45 — 9, A5) (0" A”* — 9V A*?):

k MV
TSy — — LT sab
(b, Q v, b k:2+i€5

Three boson interaction terms arise from (8,A% — 8,A%)(—gf** Al A¢). The three gluon
vertex reads (— exercise)

All(k1)
J = g g (ky — k)P
X +9"P (kg — k3!
Al (k)7 RAS (k3) +gP (ks — k1)"]

The four gluon vertex reads

Al Ab
_ —ig:) [fab(tfch(gu)\ng _ gupgy)\)
Jrfa,ccfbdc(g/wg)\p _ g/ngy)\>
Jrfa,defbce(g/wg)\p _ gu/\gypﬂ
AS Ad
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2.1. NON-ABELIAN GAUGE THEORIES

The second part of the Lagrangian, L, gives rise to the well known propagator for fermions
(coming from W(i — m)¥). Furthermore we get a gauge boson-fermion interaction term
which arises from W;gy* T3V ; Al

A
= —igy"T}j

Finally we make some remarks concerning the form of £8%§’]%. A priori the term

—iF,S(j)F (@wv is not the only invariant term that one can add to the Lagrangian which

can serve as kinetic term for Aff). We note that LO&5 contains operators of mass dimen-

sion 4. Since
S = /d“::: L (2.46)

has mass dimension 0, £ has to have mass dimension 4 (d*x has mass dimension —4).
Other possible terms in ES%SB could be

e of mass dimension 4: terms like SQBNVFQBF#V. However, this term is not very useful
because it violates P- and T-invariance and therefore also CPT.!

e of mass dimension higher than 4: Possible extra terms include (), F**)*. However,
to keep L of dimension 4, these terms have to be multiplied by couplings of negative
mass dimensions. Such terms are forbidden by the requirement of renormalizability.

If we require CPT-invariance and renormalizability, then the kinetic term defined above
(—3F, ,S(,f) Fr(@) is the only allowed term to be included in L85

2.1.3 Polarisation Vectors for the Gauge Fields

In this section we will outline a problem that arises due to the non-Abelian nature of the
gauge fields of SU(N)-invariant theories. We start by deriving the equation of motion
of A*, the free photon field of QED. In QFT I we derived the corresponding equation of
motion starting from

1 1
Lqrp = -3 R — 5(8MA“)2 (2.47)

'The invariance of CPT is a well-established theorem. An experimental test is given by the measurement
of K and K° masses. As a consequence of CPT the masses should be equal. Experiments show that
|mK0 — mf(o| < 8x 1079,
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2.1. NON-ABELIAN GAUGE THEORIES

where the last term is the (Lorenz) gauge fixing term. The variation of £ with respect to
A* yields the equation of motion

OA" =0 (2.48)
which has the usual plane wave solutions
At (k) = et (k)e™™*, (2.49)

We have seen that only two of the four components of ¢* are physical. If we choose a
particular representation for k* and e, these are given, for example, by

k 1 0 0 0
k 0 0 0 1

the physical components are ¢ and €. Using n, given by n, = (k,0,0, k), such that
n-k#0 n- e =0, the “sum“? over all polarisation states is

3
> eV = —g,, (2.51)
A=0

and the “sum* over non-physical (longitudinal and scalar) contributions (A = 0, 3) is given
by

ky, + kun,
Z 5:;()\)51(/)\) = % (2.52)
A=0,3

In QED, an external photon couples always to a conserved current. Therefore in squared
amplitudes like the one in fig. (2.1), one can use

MEM™ Y e =0 (2.53)
A=0,3

because after inserting (2.52), the A\ = 0,3 polarisations give a zero contribution due to
the Ward identity (gauge invariance)

ke MY = ko, MY =0 (2.54)

as seen in QFT I. In QED the unphysical polarisations therefore do not contribute to the
process and in calculations one can use

> eV = —g,.. (2.55)
phys.
(A=12)

2Note that (as seen in QFT I), the "sum” over polarisations )\ is not really a sum. The time-like
component is multiplied with a minus sign while the spatial components are multiplied with a plus sign
implicitly.
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Cy‘“ / >]C
Ay

Figure 2.1: External photons couple to conserved currents in QED.
P o

\/\ : ) g; ? Y ( :
noov

Figure 2.2: An amplitude which causes problems with QCD polarisation sums: the gluons
couple to themselves in 3-gluon and 4-gluon vertices, so unphysical polarisations do not
necessarily cancel a priori.

For non-Abelian Yang-Mills theories (like QCD) we also have A,(f) = ¢,(k)e”** with
only two physical polarisations. However, due to the presence of 3-boson and 4-boson in-
teractions we expect non-vanishing contributions from unphysical (scalar and longitudinal)
polarisations (¢(®, 5(3)) in processes with two external gluons.

As depicted in fig. 2.2, the bosons couple to themselves. We have

k VPP (K, .) # 0 (2.56)

so that using Eg%ﬁ%, we have a priori a problem satisfying the Ward identities as given in

Eq. (2.54) for the QED case.

2.2 Quantization of the QED Gauge Field A"

Before we turn to the quantization of non-Abelian gauge theories, we want to see how the
procedure works in the simpler case of QED. We will first derive the photon propagator
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2.2. QUANTIZATION OF THE QED GAUGE FIELD A*

by means of finding the Green’s function that is the inverse of the corresponding term in
the Lagrangian. Afterwards we derive the propagator using functional techniques.

2.2.1 The Green’s Function Approach

We start with the Lagrangian that contains a gauge fixing term,

1 1
L=—-F,F"— =
I 25

4
where £ is a gauge parameter. The last (gauge fixing) term is added to £ to remove
physically equivalent field configurations. Gauge fields A, and ,Zf# are equivalent if they
differ by d,a(z). In particular the fields A, = 0 and A}, = J,a(z) are gauge equivalent and
both lead to £ = 0. Fixing the gauge in this way is crucial because otherwise it would not
be possible to find the desired propagator. We will make these statements more precise in
the next section when we derive the propagator using functional integrals.
Using integration by parts and assuming that surface terms vanish, we have

(0,A")? (2.57)

/ d'z 0,00"¢p = — / d*z oo + / d*z 0,(40,0) (2.58)

N J/
Vs
=0

where [J = 9,0". We can thus rewrite £ as
I 1 y
L= §A g+ E -1)0.0,| A (2.59)
corresponding to the Green’s function in configuration space:
1 14
{gWD — (1 — Z) OMGV} Dz —y) = 0W(z — y)é,’). (2.60)

In momentum space this relation reads

{-zﬁgw + (1 - %) kuky} DM k) = o). (2.61)

This equation can be inverted. Indeed, one easily verifies that

k24 e

iD™ (k) = —t (QW —(1-¢) k;fy) : (2.62)

The choice £ = 1 is called the Feynman gauge. The physics is unaffected by the choice of
a gauge. In different contexts, a particular choice of gauge may be more convenient than
an other.

37



2.2. QUANTIZATION OF THE QED GAUGE FIELD A*

2.2.2 Functional Method

The functional integral reads
/ DA, Sl — / DA, el 4wk (2.63)

and we have to determine L to render this integral finite. If we just use £ = —%F w
we can draw inconsistent conclusions, because we have in this case

/d4x L= %/d% A, (z) [¢"O = 0"0"] Ay (x). (2.64)

The associated Green’s function should satisfy

(9,0 — 8#8,,]1'D”)‘(x —y) = 6@ (x — y)(Sl’) (2.65)
Multiplication with 0* yields
0-0,iDz —y) = 0*0W(z — y). (2.66)

So we cannot find an inverse of D¥*(x —y), which is thus formally infinite. This is because
[9,,8 — 0,0,] has no inverse:

[9,w0 — 0,0,]0"X = 0. (2.67)

The underlying problem has to do with gauge invariance in the following sense. The
integral [ DA, integrates over all possible field configurations for A, including those which
are equivalent (by gauge transformation). In order to perform the functional integral
and to obtain a finite result, we need to isolate the physical (i.e. non-equivalent) field
configurations and count them only once.

We will now introduce a gauge fixing method (Faddeev-Popov) which solves this
problem. To this end, we consider a gauge fixing function G(A*) (for example G(A*) =
0, A" for the Lorenz gauge). This function constrains the path integral to configurations
which satisty G(A*) = 0. In order to include this constraint in the path integral, we need to
introduce a d-function that ensures the gauge condition. For the discretized path integral

we would insert
1= / [ dai ) 6" (g(a))det 09: ) (2.68)
; ! a&j

The continuum generalization reads

1= /Doz(x) 6 (G(A?)) det (5G(5(;43)) (2.69)
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where the determinant is a functional determinant and
N 1
Al(z) = Ay(r) + g@ua(x) (2.70)

denotes a locally U(1)-gauge transformed field. In Lorenz gauge, the gauge fixing function
reads

G(A%) = 9,4 + é%. (2.71)

so that

(0%

det (5G5(A3>> =~ det (9%) (2.72)

which is independent of A* and independent of o and can thus be treated as a constant
in the functional integral; it can be taken outside of this integral. The J-function that
we will introduce in the path integral ensures that only fields which satisfy G(A5) = 0
are integrated over and only the non-equivalent fields are considered. Inserting (2.69) in
(2.63), we get

0G(AS
/DAH exp[i/d“xﬁ} —det< 5< )
(0%

0G (A%
:det< (45)
o

)/ Da(z) / DA, eM5(G (A7)

) / Da(x) / DAS SWIS(G(AD))
:det(éG;jz)) / Do) / DA, eSMI5(G(AL)  (2.73)

where we first shifted the field A, to A5 (S[A,] is gauge invariant and thus S[A,] = S[Af])
and dropped the dummy index « in the last step. We need to fix the function G(A,)
and we want to do this by adding a scalar function to the Lorenz gauge condition in the
following sense:

J

G(A,) = 0,A"(z) — w(x). (2.74)

Since the determinant in (2.72) is independent of A,, and «, we find for (2.73)
/ DA, ¢S4~ det(0?) / Do) / DA, S5 (3,48 —w(z))  (2.75)
which holds true for all functions w(x) that generalize the Lorenz gauge condition. There-
fore, the above relation also holds for linear combinations with different functions w(zx).

We form an infinite linear combination by integrating the complete expression (2.75) over
all w(x) with a Gaussian damping factor which renders the w-integral finite:

. w2
w—> /Dw et d'n 5 (2.76)
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where £ is an arbitrary constant. Performing the w-integration using the J-function
§(0, A" —w(x)), we are left with the following integral:

0G(AH R 1 N2
N(g)det( 5((1 ))/Da/DAM ¢t ] d'e [Co=5g (0,47 (2.77)

/

v~

=C(&)=const.

Ignoring all irrelevant (infinite) constants, as a net effect we have added a new term
—%(@A“V to the Lagrangian that appears in the functional integral [ DA, ¢*l4x). The
gauge fixed Lagrangian reads

L=1Ly— 2—15(8#14“)2 (2.78)

with Ly = —iF w . The Lagrangian (2.78) contains exactly the kind of gauge fixing
term that we already know from the operator quantization method developed in section
2.2.1 and also seen in QFT 1.

Using this gauge fixed Lagrangian, we can derive the Feynman rules using the generating
functional

Z[J] = / DA, exp [z / d'z L+ J“AM} (2.79)

where J* is the source term for the vector field A*. This enables us to calculate, for
instance, correlation functions as derivatives of J#. For example, the two-point function
reads

1 ) )
QITA A Q) = — Z\|J 2.80
(AT A A0 = 7 (757 ) 21| (280
with Zy = Z[J]|j=0. To evaluate (2.80), consider the following steps:
1. Write £ as a quadratic operator in A*.
2. Write Z[J] by completing the squares using a shift in A*:
Auw) = Ay(a) + [ d'y Do = 9) ). 2.:81)
This yields
21J] = exp B [ ety 7@)Dute = 97 0)| - 2 (2.82)

(— exercise).
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2.3 Quantization of the non-Abelian Gauge Field A}

We want to use similar methods as those in the previous section and apply them to non-
Abelian gauge theories. In the pure gauge theory with only non-abelian gauge fields (AZ),
we have to make sense of the integral

/ DA exp [z / d'z <—§l (ij)2>] (2.83)

by restricting the generating functional path integral to regions of non-equivalent field
configurations. We insert into this integral the identity

1= /DB 6 (G(AD)) det <5G§§6)> (2.84)

where Aﬁ is the gauge transformed field given for each a (a = 1,..., N> — 1) by

1
(Ag)a — AZ + Ea,uﬁa + fabcAZBc

oy é(pma. (2.85)

The function 3%(x) is analogous to the function «(z) in the QED-case but it carries an
index a because we can choose a different function for every component Af, of A,. The
covariant derivative D, acts here on a field in the adjoint representation. We have to pay
attention because we use two covariant derivatives in different representations:

D,V = (0, —igA;T")¥ (fundamental representation, c.f. Eq. (2.32)), (2.86)
(D.B)* = 0,6 + gf“bcAb 3¢ (adjoint representation). (2.87)

The expression for the adjoint covariant derivative can easily be found using (Tj{dj_)bc =
Z'fbac.

We will use a gauge condition which is analogous to the Abelian case:

G(AD) = 9, A" — % (z). (2.88)

i

The essential difference to the Abelian case can be seen if we note that Eq. (2.85) implies

6G(A%) 1
5(5 ) = gaﬂD” (2.89)
where the right-hand side depends on A*. Therefore det %ﬂ) cannot be pulled out of

the functional integral and so it cannot be absorbed into the irrelevant constant. However,
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the determinant can be written as a functional integral over a set of anticommuting fields
which live in the adjoint representation (cf. the discretized formula (1.112)):

det Gaﬂm) = / DcDE exp [z / d'z 5(—@1)“)0} (2.90)

where we absorbed X in the definition of ¢. The fields ¢ and ¢ are complex fictitious fields
because on the one hand they obey the Grassmann algebra (a characteristic property of
fermions), but on the other hand they are scalar fields (which is a property of bosons).
This shows that they violate the spin statistics theorem and are thus unphysical. The
fields ¢, ¢ are called Faddeev Popov ghost fields.

In order to calculate the functional integral we perform the same trick as in the Abelian
case: we insert a redundant 1 as defined in Eq. (2.84) and integrate over w® with a Gaussian
weighting function. This yields

/ DA exp [z / d*x GF’?”FM)} =
= N(¢) / Duw® exp {—z’ / d'z

@T [ 5 [DacT 5@ - wtiw)

1
x det (—@D#) .
g

—_—
=[DcDe...
(2.91)
Integrating over w® using the d-function (as in the case of QED), we find
1
(2.91) = N, / DA, DcDE exp [z / d*x (c - 2—5((3”%1*“1)2 + c(—auD“)c)} (2.92)

where the last two terms in the exponential are the gauge fixing and the ghost terms,
respectively. Writing

—0,D" = —0* + g0, f*c A (2.93)
we find for the ghost term
/d4$ Lohost = /d4ac ¢(—0,D")c = /d4x ct (—825“c + g@“f“bcAZ) c*
= /d4x & (—0%6°)c — g(0,e") freAr (2.94)
We can now immediately deduce the Feynman rules for ghosts. The two-point interaction

term ¢*(—025%¢)c¢ leads to the ghost propagator
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k Z'éabi

G- ——— <« ————-}p =

1.9 . -
R=+1€

The ghost-ghost-gauge boson vertex comes from —g(9,c%) f**A**¢® and it reads

The quantized Lagrangian (with only non-abelian gauge fields) is

1 1
Ly == Fn e = 2_5@’4“)2 +(0"e") Dyeet . (2.95)
w ——
L L:ghost
YM l:gauge fix

We see that ghosts enable us to quantize the A*(® fields such that the functional integral
becomes finite.
For N = 3, the quantized QCD Lagrangian including also fermions reads

Lqcp = £A£a> + Ly

- ) y (2.96)
where Ly =V’ (iv“D:f — m5”) ;.

Note that, as we mentioned above, in Locp there appear covariant derivatives living in
different representations. The D/ in Lp given in Eq. (2.45) lives in the fundamental
representation of SU(3) whereas the derivative in Lgpost, lives in the adjoint representation.

We have now all ingredients to calculate Feynman diagrams in non-Abelian gauge theo-
ries, in particular in QCD. Ultimately the ghost field is just another field in the Lagrangian
that can be accounted for in perturbation theory using the usual rules.

2.3.1 Feynman Rules for QCD

In order to derive the Feynman rules, we need to separate
£QCD = /:free + ‘Cint. = EQCD}QZO + Eint.- (297)

For both Lgee and Lgep we can define generating functionals Zy[J,, | and Z[Jy, ] for all
fields ¢®. From these one can then calculate n-point correlation functions as n-th deriva-
tives of Z[J;] with respect to J;. Propagators can then be obtained as second derivatives
of Z[Jys,] using Leee. The vertices can be obtained using Ly expanded in a perturbation
series (g < 1).
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Propagators

Formally, the full generating functional Z[.J,] with independent source terms J, for all
fields (fermions W’ anti-fermions W’ ghosts 7, anti-ghosts 7 and gauge fields Al is

Z[J\ZIMJ\ZIM ‘]Th Jﬁa JA] =
/ DU'DV'DyDiDA,, exp [z / d'z (Lacp + J4"AS + TG0 + ULy + Jin® + 70 J5)
(2.98)

The free generating functional looks exactly the same but with L. instead of Locp in
the exponential. Note that in the exponential, J4* is the only commuting variable. All the
source terms related to W?, U?, n, ij are Grassmann variables.

The free generating functional Zy[J%,, in,, Jy, J5, Ja] can be rewritten as a product of
simpler generating functionals involving only one type of fields and only the corresponding
part in Leee:

Zol Ty, G Iy Ty Jal = ZolJa) - Zo[ Ty, Tg) - Zol Ty, T3] (2.99)
where
Zo[Ja] = / DA exp [z / d'z (LEF” + J’AfaAZ)] (2.100)

with £57) = Lys + Loauge i

Zo[J, Ji] = / DU, DY; exp [z’ / d'x (,cg% + I, + \IJJW)} (2.101)
with £5") = £ given in Eq. (2.96).

Zo[ I, 5] = / DyDij exp {z / d*z (Lé“’) + Jon" —l—ﬁ“Jﬁ)] (2.102)

with £I™ = free part of £,
(2.103)

3 We need to get a suitable expression for Zy [J,,] which allows for the above mentioned
calculations. The complete calculations are rather lengthy and we will not do them here.
Instead we outline the general procedure how one could derive propagators and vertices.
Any propagator can be calculated by means of the following receipt:

1. For any field ¢, start by writing Leee(¢o) in a form which is quadratic in the fields.
For the gluon we obtain Lgee ~ A0 A7,

3L(FP) (FP: Faddeev Popov) is denoted by Lghost in Eq. (2.95)

44



2.3. QUANTIZATION OF THE NON-ABELIAN GAUGE FIELD

2. Then use a shift in the fields to complete the square and to obtain for each field a
generating functional Zj [Js,] of the form

2ol = |5 [ty (o@D~ 2 w)] (2100

where D% (z —y) satisfies the defining equation for Green’s functions. One can show
(— exercise) that for the gluon it assumes the form (in configuration space)

d4k. 67ikx k kf
ab __ sab - o nh
_D’uz/(x) =9 / (271')4 k2 +ic (g;w (1 5) 12 ) . (2105)

The gluon propagator thus reads (in momentum space)

mk _ i sab (uv kHEY
Ly @ vb _k2+i55 (g N (1 N £> k2 )

(2.106)

Vertices

Having outlined the general procedure to find propagators, we now turn to the task of
calculating vertex rules. The vertices can be obtained in a similar way using the generating
functional for the full theory including interacting fields. It is given by the following formula
which we will prove at the end of this section:

Z[‘]A,u J‘I’) J\Ilv J’r]7 Jﬁ] =

= ex i/d4x L; d 0 0 0 d
- e\ W00, 100y, iy, 16y, 16,

: ZO[JAM] : ZO[J\IM J\I/] : ZO[Jm Jﬁ]‘

(2.107)

To generate the perturbation series we expand the exponential. To obtain the vertices, we
furthermore expand L;,, in a power series in the coupling (¢ < 1). For example, the first

a))

A
order term of ,Ci(nt.“ reads

3G a -9 abe a a cv
Lol (A1) = 5 1 (0,45 — 0,A7) A™A (2.108)
which can be obtained by expanding £ F**. Using (2.108) and replacing the fields by
the functional derivatives as in (2.107) gives rise to the three-gluon vertex which reads (—
exercise)

5 )
QT (A% (21) A% () A% D) = (=) [ de L[ | Z
< |7-( M1 (‘1'1) Mz(xZ) M3 (.’L’g)) | > ( Z) 6J1(5J2(5J3 /d T £1nt. Z&Jgu 0[‘]] o

(2.109)
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2.3. QUANTIZATION OF THE NON-ABELIAN GAUGE FIELD

where J; = Jji(x;). All Feynman rules for tree level diagrams can be derived by suitably
using correlation functions taking the derivatives with respect to the source terms of the
field involved as described above.

Additional rules for loops include:
e Sign factors for loops of quarks and ghosts (related to their anticommuting nature),

e Symmetry factors for identical field states.

Proof of the Formula (2.107) for the Generating Functional with Interacting
Fields

First we note that Sy is linear in the fields ¢,

So[Js.] = /d4x (.co + Z%J%) , (2.110)
and that the action for the interacting fields, Siy. is a polynomial in the fields ¢,
S, = / diz glo(z)]". (2.111)

For simplicity, we take only one field. The generalization to more fields is straightforward.
So the formula that we want to prove for any field ¢ and its associated source term Jy is

i 433 int. L
A A (““’¢)Z0[J¢]. (2.112)

To be precise, with one field ¢ we have
Zo[Jy] = /Dgzﬁ exp [i/d z (Lo + ngs} /D¢> eiSolel (2.113)
Z[Jy) = / D¢ exp [z / d*z (Lo + Lin, + qu)} = / Dep ¢! Solel+Sme.[é]) (2.114)
We get (denoting Zy[J.| = Zp|J] and Sp[¢] = Sp)

y fm zl =+ [ Do ( . S°> = [ D6 o) = 6(a) [ Do e = ¢<x>(Zo[J] |
2.115
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2.4. GHOSTS AND GAUGE INVARIANCE

remembering the property seen in Eq. (1.33). We can repeat this process forming infinite
series as follows:

>3 o () | = | Dd’( alif oo )]S> (2:116)

1 7. o 7 Sint 150
- ;H{Z&“ (iéJ(:B))] ZO[J]:/D¢GS et (2.117)

A / Dep e/ lm+50l0) — 7] 7] (2.118)

oz = Em(Eim) 7,1 (2.119)

which proves formula (2.112). From this, one can easily obtain the generating functional
for the full theory (QCD) by generalizing (2.112) to more fields with a source term for each
of them.

2.4 Ghosts and Gauge Invariance

2.4.1 QCD Ward Identity

Let us consider, for example, the process q¢ — gg characterized by the following tree level
graphs:

q1

91

q1 g1
93 /
+ + S
%% \
% q2 g2
(an.j g2, V, b qZ
My Mo M

By analogy to the process q¢ — v (derived as exercise) the first two amplitudes add as
follows:

iIMi+ Mo (€5, ¢5) = —igZv(g2) TkaI?z¢2 1+ ka1¢1

i/ gl 0 gf] ula). (2420)

We can test gauge invariance (or the naive Ward identity) by replacing (¢;), — (9i),
and checking whether the amplitude vanishes. We will now do the case (2), — (92),-
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2.4. GHOSTS AND GAUGE INVARIANCE

Replacing the first denominator in Eq. (2.120) by 4, — 4, and using the well known trick
of adding momenta (which vanish by means of Dirac’s equation) in order to cancel the
denominators, one finds

iIMy + Mol el g2 = ig2 [T, T10(G) ¢ 1 ul(q)
= —g2 [ T0(q) ¢ ulq) (2.121)

which is not zero (in Abelian gauge theories it is zero because there are no generators
T and the commutator is replaced by zero). As we will see, this contribution is only
partially cancelled by a contribution from Mj. For the amplitude corresponding to the
third diagram, we find

. — = . c —1 ac vol *x _%
iMs = 1(q) [zgSTij%} u(ql)? [gs PV ] E1,E9, (2.122)
3

where

Ve (91,92, 93) = M (=91 + 92)6 + Mo(—92 + 93) 4 + Nop(—93 + 91).] - (2.123)

This yields (replacing €3, by ga,)

. UV _x abcrpc—( = * g 8*
iME" e} g0y = G2 f " T0(2) {¢1 +4, L ] u(qy). (2.124)

L
291 - g2
For physical states we have g; - € = 0 (note that g; is the gauge boson which is not the
one whose Ward identity we check) such that the second term in the bracket vanishes and
(2.124) and (2.121) exactly cancel each other. This means that gauge invariance or the
“naive” Ward identity is satisfied in this case. However, it is not particularly appealing
just to assume that the gluon g; is physical (i.e. transverse polarized). As we shall see
next, this deficiency can be avoided if we take ghosts into account.

If the gluon states g1, g» are not physical, then we cannot guarantee gauge invariance,
i.e. the naive Ward identity needs to be modified. (In QED this was different: gauge
invariance was guaranteed because g9, M* and g1, M* vanish independently of whether
g1 and gy are physical or not.) If we write

Mogsgg = [Mi+ Mo+ M3] (e(91),€(g2)) = (Mygrgg) (1), (92) (2.125)

we can easily derive that instead (not assuming that the gluons are physical)

(quﬁgg)wj gov = gil (Mghost) (2126)

which is the so-called QCD Ward identity. The amplitude Mo for gz — 17 comes
from the diagram
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2.4. GHOSTS AND GAUGE INVARIANCE

QIJ. n,91,a
v
/
Vs
/ —gsf"(=95)
N
N
N
QQaj 7]7927b
and it reads
iMapost = 92 [T 5(G Lu 2.127
ghost = 95 f (Q2)(ql+q2)2 (1) (2.127)
=—i[Te, T

where (q1 + @) = (91 + 92)® = 2¢1 - go which shows (2.126).

2.4.2 Physical States and Ghosts: Polarisation Sums Revisited

How do we treat the polarisation vector e#(k) and its polarisation sum in QCD calculations?
As we saw before in section 2.1.3, the polarisation vectors €, (k) of gluons with momenta
k* satisfy the following polarisation sum:
. . B nyky, + kun, n2kuk‘y
Z gu(k)gy(k) = 9w + -k - (TL ] ]{})2 (2128)

phys.
(A=12)

where n* is chosen such that n -k % 0. In QED one can use that the sum over physi-
cal polarisations is equal to the sum over all polarisations which is equal to —g,, (since
the longitudinal and scalar polarisation do not contribute in the calculations of S-matrix
elements). In QCD processes all external gluons have to be physical. The sum over all
polarisation states is given by (2.128) and one cannot ignore the contributions from the
unphysical polarisation states (A = 0,3). If two or more external gluons are present in
a process, using —g,, will lead to unwanted extra contributions coming from unphysical
(longitudinal and scalar) contributions.

How can we quantify these unphysical contributions for our example process gqg — gg?
We use the difference established by using

CL) — G
D) = g + FRSD 0Y) + O(n?)
with k(3% the momenta of the two gluons. The O(n?) terms are given by
1,2),.(1,2
MR

(1,2))2
(n'"?) (n(2) - k@22’

(2.129)

49



2.5. BRST SYMMETRY

These terms can be neglected by a judicious choice of n,(}’Q) where n,(}’Z) is such that n!

k(12 =£ 0. The amplitude squared for this process g7 — gg is then given by

M- Mo - ([(_gag/)<_g77—/):| o |:_gog’ X k'(fn[{’ + n‘{k(f’:| ' |:_gTT/ n ]‘C;n;/ —+ ngk;])

ny - ky ngy - ko

1,2)

Z‘j2]{31 . ]{?2
= |Mghost|2' (2131)

= [igﬁ abere 1 v(Q)kﬂ(Q)r (2.130)

The explicit derivation of Eq. (2.130) is straightforward but very lengthy.

Finally note that the expression (2.130) satisfies a symmetry under g; <> g>. A priori
it does not seem so. However, if we replace g1 — ¢ + ¢ — g2, using the massless Dirac
equations we are left with the same expression except that 4, — ¢, and fabe — fhac,

In practical QCD calculations (with more than two external gluons), the sum over
only physical polarisations is quite cumbersome. Therefore one uses —g,,, for the complete
polarisation sum and accounts for the unphysical polarisation contributions by adding the
ghost field contributions. From the example above we deduce that ghost contributions serve
to cancel the unwanted (unphysical) scalar and longitudinal polarisation contributions of
the gauge bosons.

Finally, we can summarize the role of ghosts as follows:

e They render Sy, = [ DA, finite.

e The QCD Ward identity (gauge invariance of QCD amplitudes involving gluons) is
guaranteed to hold true as given in Eq. (2.126).

e They cancel the unphysical polarisation contributions in QCD calculations (shown
here at tree level).

2.5 BRST Symmetry

2.5.1 The Definition of BRST-Symmetry

The aim of this section is to show how the ghosts play a crucial role in cancelling unphys-
ical polarisations at all orders in perturbation theory, not only at tree level. The BRST
symmetry [B=Becchi, R=Rouet, S=Stora, T=Tyutin] is in some sense a remnant of the
gauge symmetry that persists even after the gauge has been fixed. Recall from eqgs. (2.95)
and (2.96) that the gauge-fixed Lagrangian (including the FP ghosts) has the form

1

L=Vl —m)V — Z(ng)2

1

% (0" ALY + (=" D) (2.132)

50



2.5. BRST SYMMETRY

In order to exhibit the BRST symmetry it is convenient to rewrite the Lagrangian in an
equivalent form as

T/ - 1 a a a a —a a
L=V —m)V — Z(FW)2 + g(B )? + BUOMAS + ¢ (—0" D) (2.133)

Here we have introduced a commuting scalar field B*. The field B® is auxiliary, since it
does not have a kinetic term, and hence has algebraic equations of motion. Indeed, the
Euler-Lagrange equation coming from the variation of B¢ is

BT 4 0MAT =0 = Do —%(a“AZ) | (2.134)

Inserting this into (2.133), one finds the original form (2.132). Another way of arriving at
the same conclusion is to integrate out B* in the path integral. The relevant part of the
path integral is of the form

/ DB exp [z / o (g(Ba)2 +B“(8“AZ))}
. 2
= /DB“ exp [%/d% (Ba+ %aMAZ)

The integral over B® is now Gaussian and can be performed, leading to an irrelevant
constant. The remaining term —2%(8“142)2 then reproduces the third term of (2.132).

With these preparations we can now write down the BRST symmetry transforma-
tions for the fields that appear in the Lagrangian (2.133). We claim that the Lagrangian
is invariant under the transformations

ol [ (L) o]

(2.135)

§A% = eDibc (2.136)
OV = igec TV, (2.137)
oc = —%gaf“bccbcc, (2.138)
§e* = eB"°, (2.139)

5B =0. (2.140)

Since the transformation of the gauge fields Aj and of the fermions W is formally just a
gauge transformation with gauge parameter a® = gec®, see egs. (2.28) and (2.39),

5AZ = D,

SU — i TOw with a®(x) = gec®(x) , (2.141)

we conclude that the first two terms in (2.133) are invariant under the BRST symmetry.
The third term is trivially invariant due to the transformation law (2.140). It therefore
remains to check the invariance of the last two terms. The fourth term transforms as

§(B 0" AL) = eB*O" (D) . (2.142)
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2.5. BRST SYMMETRY

This is cancelled by the variation of ¢* in the last term Ea(—f)“DZb)cb. The remaining
variation of the last term is then proportional to

O(Dycc?) = Dot + gf“bcéAch
_ _%gefabcau(cbcc) _ %g%fabcAlzifcdecdce +egf™e(B,c")ct + gngabCfbdeAﬁCecc
_ _%QQSfabcAchdecdce I €g2fab0fbdeAZCecc
:facbedeAgcm% (cecb—cbee))
= —LgPefobe fede (Achce + Azcecb + AZcbcd) , (2.143)
where we inserted the definition D¢ = 9,0% + g fabCAZ from (2.87) in the first step. We
now show that this term vanishes by means of the Jacobi identity

[t [t )] + [0, [t )] + o, [t ¢%]] = 0 (2.144)
—  fbed jade 4 pead pbde | rabd pede _ () (2.145)
Reordering the indices and relabelling d <> ¢, this identity becomes
e peae y pdac pebe y pabe pede _ pebd pacc 4 pade peeb y pabe gede _ () (2.146)
where we have reordered indices again in the last step. Thus we obtain for (2.143)
§(Dce) = _%925/126%@ (fabCfcde 4 fpace pobd fadCfceb) —0. (2.147)

This completes the proof that the Lagrangian (2.133), which is equivalent to the gauge
fixed Lagrangian including FP ghosts, is invariant under the BRST transformation defined
by eqs. (2.136) — (2.140).

2.5.2 Implications of the BRST Symmetry

A very important property of the BRST symmetry is its nilpotency, i.e. the property that
applying the transformation twice annihilates all fields. In order to formulate this, it is
convenient to define an operator () via

5 = Qg . (2.148)

(Thus @ is just the operator that gives the infinitesimal BRST transformation when mul-
tiplied with €.) The nilpotency of the BRST tranformation then simply means that

2119

for all fields ¢. Let us check this case by case. If ¢ = B or ¢ = ¢ this follows trivially from
egs. (2.139) and (2.140). From the calculation we did above it follows that

QQAL = Q(D¥c) = 0. (2.150)
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Thus it only remains to check the claim for ¢ = ¢* and ¢ = W. In the former case we find

QQc" = =19/ Q)
_ _%gfabc ((ch)cc _ CbQCc)
— 411 g2fabc (fbdecdcecc o fcdecbcdce)
— 9. ig2fab0fcde (Cbcdce)
Jacobiy (2.151)

where, in the penultimate line, we have relabelled b <+ ¢ in the first term. We have also
used that the action of () on products of fields equals

Q(Pr102) = (Qd1)ds + (—1)"'¢1(Q2) | (2.152)

where f; is the fermion number of ¢; (i.e. fi = 0 if ¢; is bosonic and f; = 1 if ¢y is
fermionic). [This is a direct consequence of the fact that e in (2.148) is a Grassmann
variable.] Finally, for the fermion field ¢ = ¥, the calculation is similar

QQV = Q(igc"T*)¥
— —%ngabCCchTa\If + g2CataCbTb\If
. 1
— _%g2fabCCchTa\I/ + 592 (Cacb (TaTb . TbTa,) )\I[

:Z'fa,bcTc

=0. (2.153)

In order to understand the physical significance of the BRST symmetry let us analyse
the action of @) on the gauge-fixing term in the Langrangian

L= Ephys. —+ Egauge_ﬁx . (2.154)

Recall that the physical part of the Lagrangian Ly is trivially BRST invariant (since @
acts as a gauge transformation on the physical fields). In order to see that the whole £ is
Q-invariant, we showed above, by a brute force calculation, that Lgauge-six is @-invariant.
However, there is a much more elegant way to see this. To this end we introduce the
following terminology: a field ¢ is called

e BRST-closed if Q¢ = 0,
e BRST-exact if ¢ = Qx for some field y .

We note that every BRST-exact field is BRST-closed since

¢=Qx = Q¢=Q0Ux=0. (2.155)
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On the other hand, not every closed field is necessarily exact. It is therefore natural to
define the cohomology* of ) which is just the quotient space

_ (Q)-closed fields
~ Q-exact fields

We shall denote the cohomology class that contains ¢ by [¢]. As we shall see, the coho-
mology of () corresponds to the physical degrees of freedom.

Next we want to show that the gauge-fixing term in the Lagrangian is not just BRST-
invariant (i.e. BRST-closed), but actually BRST-exact. This means that there exists a
field x such that

cohomology(Q) (2.156)

QX = ﬁgauge—ﬁx . (2157)
In order to find y we note that

Q(eayw) = [ aty Frow

= / d'y 6915 (& — y) QAL (y)
= "D (2.158)
With this in mind we now take y = ¢* (G“ + %Ba) and find

Qx =Q (E“ (G“ + %B“)) = B*G" + gB“B“ — "D = Laauge fix - (2.159)
Thus we conclude that the gauge-fixing term in the Lagrangian is BRST-exact. In partic-
ular it is therefore trivial in the BRST-cohomology.

The next step is to show that BRST-exact terms do not contribute to any amplitudes
of BRST-closed states. (The fact that the gauge-fixing term is BRST-exact then means
that it does not contribute to the amplitudes!) Amplitudes can be calculated from the
inner product of the underlying vector space. Let us assume — this follows essentially from
the reality of the BRST transformation — that the BRST operator () is hermitian with
respect to this inner product. Then it follows that the cohomology of () inherits an inner
product from the underlying vector space

([B1]l[@2]) == (¢, b2) - (2.160)

To see that this inner product is well-defined we only need to show that the definition is
independent of the chosen representative, i.e. that

(01 + Qx1|P2 + Qx2) = (P1]d2) + (QX1]|P2 + QXx2) + (D1|Qx2)
= (¢1|p2) + (x1] Q(P2 + Qx2)) + (Qd1 |x2) - (2.161)
= =0

=0 =

4Qur notion of the cohomology of @ is a special case of the general notion of cohomology that is
frequently used in mathematics. For example, the de Rham cohomology is defined analogously for closed
and exact p-forms on differentiable manifolds.
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In particular, it follows from this calculation that BRST-trivial terms do not contribute in
amplitudes with BRST-closed terms.

With these preparations we can now identify the physical states with the BRST-
cohomology. As we have seen above we can think of ) as inducing gauge transforma-
tions since () acts as a gauge transformation on A and W. If we restrict to ()-closed
states we are thus considering the gauge invariant fields. Furthermore, by going to the
BRST-cohomology, we are removing the redundancy due to gauge transformations since
the equivalence class [¢] of ¢ contains all gauge equivalent fields which can be reached by a
gauge transformation acting on ¢. Thus it is natural to identify the ‘physical” states with
the BRST-cohomology,

{Physical states } = cohomology(Q) | . (2.162)

The above argument then shows that the 2-point functions of the physical states are inde-
pendent of the particular gauge that is chosen.

It is now fairly easy to see how this argument can be generalised to arbitrary n-point
functions. Suppose that ¢, is a Q-closed field while ¢ = Qx2 is @-exact. Then the product
P10 is again (Q-exact

Q(P1x2) = (Qd1) x2 £ P1Qx2 = £, (2.163)
~——
=0

where the sign depends on whether ¢; is bosonic or fermionic. Thus the operator product
of the underlying vector space defines a product on the BRST-cohomology. Iterating this
procedure it follows that in an n-point product, changing the gauge for any of the indi-
vidual terms leads to an overall BRST-exact term that does not contribute in amplitudes
with physical (and hence BRST-closed) states. Since loop diagrams can be obtained by in-
tegrating higher point functions this argument then shows quite generally that all physical
amplitudes will be independent of any gauge choices.
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Chapter 3

Renormalisation Group

In QFT I we have seen how renormalisation works in some simple cases. The basic mech-
anism is that UV divergences can be absorbed into redefining a few bare parameters, such
as the masses or coupling constants. A priori it is somewhat surprising that high-momenta
virtual quanta have so little effect on a theory, i.e. that they only affect these few param-
eters.

In this section we want to understand this phenomenon more conceptually, by explain-
ing the physical picture of renormalisation that has been advocated by Ken Wilson. It
suggests that all parameters of a renormalisable field theory can usefully be thought of as
scale-dependent quantities. The scale dependence is described by differential equations, the
renormalisation group (RG) equations. Solving these equations we will obtain new phys-
ical predications, in particular, we will be able to show that (at least some) non-abelain
gauge theories are asymptotically free, i.e. become more weakly coupled as we go to higher
energies or smaller distances.

3.1 Wilson’s Approach to Renormalisation

Wilson’s method is based on the functional integral approach to quantum field theory
(which is the reason why it was not already explained in QFT I). In this approach we
can study the origin of the UV divergencies by isolating the dependence of the functional
integral on the short-distance degrees of freedom. In the following we want to illustrate this
for a simple example, the ¢*-theory, that is not plagued by various technical difficulties;
the same ideas can, however, also be applied to more complicated theories such as gauge
theories.

Let us work with a sharp momentum cut-off regularisation scheme. (This is one of
the places where simplifications arise for ¢*; for gauge theories a sharp momentum cut-
off is problematic since it does not respect the Ward identities.) Recall that the Green’s
functions can be obtained from the generating functional

Z[J] = /D(b et e — /Hdgb(k) et I (3.1)
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3.1. WILSON’S APPROACH TO RENORMALISATION

where the last formulation is to remind us of the definition of the path integral as the limit
of a product of integrals over discrete momentum modes.

Now we impose a sharp momentum cut-off A, i.e. we restrict the integration variables
to those ¢(k) with |k| < A and set ¢(k) = 0 for |k| > A. Note that in order for this
to actually remove the large momenta, we should consider the Euclidean theory with
signature (+,+,+,+).! If we are given a theory in Minkowski space, we can always go
to the Euclidean theory by a Wick rotation z° — 2% = —iz". The action defined by the
(Minkowski-) Lagrangian

_1 2_122_14
L= (0,00 — 5mP¢* — 5 (3.2)

gets Wick-rotated into
: 4 ~ 0 13, ; 4 1 2,1 50 Ay
i | dv L=i | depd’eil =— | d'zg 5(8@) +§m¢ +E¢ : (3.3)

We will drop the subscript £ in the Euclidean coordinates x g from now on. Restricting to
J = 0 for simplicity we then obtain

7 = /[D¢]A exp [—/d% (%(%@2 + %m2¢52 + %&)1 : (3.4)

where [D¢]a is meant to remind us of the fact that the discrete momenta in the last
expression of eq. (3.1) are restricted to be smaller than A. We want to understand how
this path integral depends on A. In order to do so we now split the path integral into the
‘high momentum modes’ on the one hand, and the rest on the other. The high momentum
modes are those which satisfy bA < |k| < A with b < 1. Let us introduce the notation

oy Jo(k) (DA < k| < A)
Pk) = {O (otherwise) . (3:5)

Generalising the action to a d-dimensional integral, we can then rewrite Z as

~ 1 ~ 1 - A -
2= [DolDs exp |- [ s (50,0 + 0,7 + jt(o+ 97 + 0+ )|
= /[D¢]bA e~ JE@) /Dgﬁ exp {— /ddx (%(%QB)Q + %m2q32—|—
13A 12A2 1A3 1A4
+)\(6¢ ¢+ Z_l¢ ¢ +6<Z5¢ +ﬂ¢ ))] , (3.6)

where we have collected all terms which depend only on ¢ outside the &—integral — they
then reproduce simply £(¢). Note that we have dropped the quadratic terms of the form

In Minkowski space a cut-off criterion like |k| < A would not be particularly sensible because there
are light-like momentum vectors whose Lorentzian norm stays small while the individual entries diverge.
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qbgg because their integral vanishes (siAnce the Fourier modes of qg and ¢ are orthogonal).
Even without performing the explicit ¢-integrations, we can already see that the final result
will be of the form

7 = / [Dglpa exp [— / d%a Log} : (3.7)

where Leog = L+(correction terms). Thus we will be able to rewrite the full theory with
cut-off A in terms of an effective theory with cut-off bA. The correction terms in Lg.
compensate for the removal of the large momentum components ngﬁ by supplying interactions
among the remaining ¢(k) that were previously mediated by the fluctuations of gg

In order to get a feeling for how L.g looks explicitly, let us work out the &—integrals in
perturbation theory. We want to think of the kinetic part %(@(5)2 in the exponential of
(3.6) as being the ‘free’ part, and treat the rest as perturbations — this is justified since
the ¢ integral only involves large momenta for which m? < b?A2. The propagator is then
simply

[Dd eI 0iRiE) 1

(G(k)(p)) DieTa ECORMIEROCIOR (3.8)
where Lo = —1(9,¢)? and
1 A<k < A)
k) = {0 (otherwise) . (3:9)

Let us first look at the simplest perturbative correction term %ngQASQ. Thinking of ¢ as an
external field we can calculate the corresponding term in (3.6) as

- [ata g = =5 [ Gueweih. (3.10)

where we have gone to momentum space (for all four fields), and contracted the ¢Z fields
according to (3.8). Here the parameter p arises from integrating the propagator (3.8) over
one of the momentum space integrals

a3 1
2 Joa<ir<n (2m)7 K2

N[ dQ (N s
=Z | —= [ dkk
] ),

A 1-b-2
= Gt a=s M (3.11)

The term (3.10) looks like a mass term for the ¢-modes. It therefore provides a correction
term (in Leg.) to the mass m that appeared in L.
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3.1. WILSON’S APPROACH TO RENORMALISATION

The other terms can be dealt with similarly. In order to do these calculations systemat-
ically we can introduce a diagrammatic notation (just as for the case of the usual Feynman
rules). We denote external fields by lines, while doubles lines describe qg—ﬁelds and lead to
the propagator . For example, the diagram we have just computed and which corrects

O

the mass m at order A is
At O(N\?), the perturbative corrections which come from the contraction of two %qﬁ%l
terms have the diagrammatic representation

ky ks

2
ky+ ke —p
<> and

k’Q k4

The first diagram gives rise to a term “72 which is just the square of the O(\)-term that we
just computed; this is precisely the term that is required for the above p term to modify
the mass of £ in the exponential. The second diagram, on the other hand, leads to

2 /22 dép 1 "
E (Z) /bA<p|<A (277)dp2(/€1 + ko — p)2 ¢<k1)¢(k2)¢<k3)¢(k4)5 (kl + ky + ks + k4)-
(3.12)

In the limit where we ignore the external momenta of the ¢ (assuming that they are small
compared to bA) the propagator becomes (k%)~2, and we get

1
(3.12) — _Eg/d% o (z) (3.13)
where
—3)\2 (1 -1 d—4 32 1
= AT log —. 14
C= @ Pr(d2) d-4 1672 b (3:14)

Recall from QFT I that in the usual perturbative treatment, we would encounter a similar
diagram integrated over a range of momenta from zero to A, producing an UV divergence.

The diagrammatic perturbation theory will also produce higher order terms in ¢ that
can be calculated similarly. There are also derivative interactions which arise when we no
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longer neglect external momenta in the calculation, i.e. for the above ¢* term we will also
get terms of the form

1
~ 1 /ddxn¢2(8u¢)2 + terms with higher derivatives . (3.15)

In general we will thus produce all possible interactions of fields and their derivatives.
These diagrammatic corrections can be simplified by resumming them as an exponential;
in particular, the diagrammatic expansion generates the appropriate disconnected terms
which just produce the exponential series. Altogether we therefore get for L.

Leg. = —/d4x (£(¢)+g¢2(a:)+g“%¢4(x)+~- + (0°0°¢) + -+ + ¢6(a:)+--~) :
(3.16)

For example, the ¢% term can come from a the contraction of two %gb% terms, etc.

We can now use the new effective Lagrangian L.g in order to compute correlation
functions of ¢(k) or S-matrix elements. Since ¢(k) only include momenta up to bA, loop
integrals only run up to |k| < bA. The correction terms in Leg precisely account for this
change. The effective Lagrangian point of view is therefore ultimately equivalent to the
standard approach (where we work with £ and integrate loop momenta up to |k| < A).
However, if we are interested in correlation functions of fields whose momenta |p;| < A the
effective Lagrangian point of view is more useful: loop effects appear already at tree level
(since the coefficients of Lqg depend on them) rather than as large 1-loop corrections.

One may, however, be puzzled by the higher-dimension operators that appear in Lg ; in
particular, all possible interactions are generated when we integrate out (/5, and most of the
resulting terms are non-renormalisable. As will become clear momentarily, our procedure
actually keeps the contributions of these non-renormalisable interactions under control,
and we will see that they have a negligible effect on the physics at scales much less than
A. This will explain, in particular, why high-momenta virtual quanta only affect a few
parameters of the theory.

3.2 Renormalisation Group Flows

In order to understand better how the non-renormalisable terms can be controlled, let us
make a more careful comparison of the functional integrals

Z = /[D¢}b/\ e_ﬁeﬂ < Z == /[D¢]A e_ﬁ . (317)
To relate them to one another let us rescale the distances and momenta as
/ k /
k= 3 and 2’ =bx (3.18)
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so that the variable £’ is integrated up to |k'| < A if k is integrated up to |k| < bA. Next
we rewrite the effective action (written in terms of the variables z and k) in terms of the
«' variables as

/dd:p Leg = /ddx [%(1 + AZ)(0,0)* + %(mQ + Am?)¢? + %(A + AN+

+ AC(9,0)" + AD¢® + - - }
= /dd:p’ bd E(l +AZ)6*(0,8)* + %(m2 + Am?)¢* + %(A + AN ¢+
+ ACH(0,0)* + AD¢° + - - }
= /ddx’ B(a;qb’f + %m’2¢’2 + i—;d)"* +C"0,¢) +D'¢° + - - ] . (3.19)

where we have used that

_ 0 _
d'z =b"%%", 9, = o = b 19, . (3.20)
In the third line we have furthermore rescaled the field ¢, so that the kinetic term takes
again the canonical form

1/2 1/2

¢ = 1+AZ2) "¢ & o= ("PA+AZ)7) T, (3.21)

and have defined the coeflicients
m? = (m*+ Am?)(1 + AZ)'b 2 (3.22)
N=A+AN(1+AZ) 2 (3.23)
C'=(C+AC)(1+AZ) (3.24)
D' = (D + AD)(1+ AZ)3p*%  etc. (3.25)

All corrections Am?, A\, etc. arise from diagrams, and are thus small compared to the
leading terms (if perturbation theory is justified). Note that the variables k' are again
integrated up to A, so that we have the identity

/ (D) eI # Lot = / (D] eI 40" Lo lmPmm,e) (3.26)

We can now iterate this procedure, going from A — bA — b2A, ete. If we take b close
to 1, the shells in momentum space are infinitesimally thin, and we get a continuous
transformation. This is the renormalisation group. (Technically, this is not quite a group
since the operation of integrating out degrees of freedom is not invertible; it has therefore
more the structure of a semigroup rather than that of a group.)

61



3.2. RENORMALISATION GROUP FLOWS

The parameters of the effective Lagrangain may change quite significantly as we iterate
the transformation A — DA many times. To understand how the effective Lagrangian
varies under RG transformations, consider the Lagrangian in the vicinity of the free point
where

m?=\A=C=D=---=0. (3.27)

Then (m')2 =N =C"= D' =--- =0, i.e. the free theory is a fired point under the RG
transformations. In order to study the nature of the fixed point suppose that all of these
parameters are small. Working to linear order we then have

(m')> = m?b? (3.28)
No= it (3.29)
¢ = cv (3.30)
D' = D% et (3.31)

Since b < 1, the parameters that are multiplied by negative powers of b grow, while those
that are multiplied by positive powers of b decay. If the Lagrangian contains growing
coefficients, then the fixed point is unstable and the Lagrangian will eventually move away
from L.

Let us classify the relevant terms in the effective Lagrangian according to their be-
haviour under the RG flow. We call the corresponding operator

e relevant — if the coefficient grows (e.g. 3m?¢?)
e irrelevant — if the coefficient decays (e.g. A\g? for d > 4)
e marginal — if the coefficient goes as 0° (e.g. A\gp?* for d = 4)

In the last case, the leading order analysis is not sufficient in oder to determine the actual
behaviour of the fixed point. In fact, most of what we shall do later will concern this case.

In general, the b-behaviour of the coefficient depends on the power N of ¢, and on
the number M of derivatives in the corresponding term in the effective Lagrangian. The
relevant coefficient then goes as

coefficient ~ bM~4p(E=)N (3.32)

If we denote by d; the mass dimension of the operator, then

di—d:<N(g—1)+M)—d (3.33)

is precisely the power of b in eq. (3.32). (This relation also follows directly from dimensional
reasoning since the action must be dimensionless.) We conclude that the mass dimension
of an operator determines whether it is relevant, irrelevant or marginal

e relevant if the mass dimension is smaller than d: d; — d < 0,
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e marginal if the mass dimension is equal to d: d; —d = 0,
e irrelevant if the mass dimension is larger than d: d; — d > 0.

We recall from QFT I that these definitions correspond precisely to the notions of super-
renormalisable, renormalisable and non-renormalisable, respectively. However, now our
perspective is in some sense opposite to that taken in QFT I. From the Wilsonian point of
view, any quantum field theory is defined fundamentally with a cut-off. (For example, we
may think of the cut-off in the context of high energy physics as the Planck scale where
gravity effects need to be taken into account; in the context of statistical physics, the
cut-off is something like the inverse atomic spacing of some condensed matter system.)
This cut-off scale is very high relative to present-day experiments. For the purpose of
understanding these experiments it is therefore more appropriate to work with an effective
Lagrangian where we have integrated out all the higher momentum modes. But in this
effective Lagrangian only the relevant and marginal terms appear since the coefficients of
the other terms have gone to zero after integrating out many momentum shells. Given
the above correspondence this then ezplains why the effective Lagrangian (that is a good
description of the physics at the low momenta of present-day experiments) only contains
renormalisable and super-renormalisable terms!

We should mention though that these simple mechanisms can change if there are suffi-
ciently strong field theory interactions: away from the free-field fixed point the RG trans-
formations have also higher order corrections (in powers of coupling constants), and these
can modify the above simple scaling behaviour.

3.3 Callan-Symanzik Equation

Next we want to study the scale dependence of the marginal parameters of our effective
Lagrangian. Our first aim is to derive the Callan-Symanzik equation which describes the
dependence of the n-point Green’s functions on the energy scale.

3.3.1 The ¢*-Theory

For concreteness let us consider again the ¢* theory with m = 0 in d = 4, for which
the ¢* operator is marginal (and hence the scale dependence of A is not determined by
the leading order analysis of the previous section). Suppose the theory is fundamentally
defined at some very high scale Ay, where the coupling constant takes the value )\, and we
are interested in the theory at scale A < Ag. Following the discussion above, we should
then analyse the theory using the effective Lagrangian at scale A, i.e. we consider the
effective Lagrangian obtained from the fundamental Lagrangian upon integrating out all
modes with momenta A < |k| < Ag. The resulting effective Lagrangian L. then only
depends on A, where A is the coupling constant that appears in the effective Lagrangian
at scale A.
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3.3. CALLAN-SYMANZIK EQUATION

Using this effective description we can calculate renormalised Green’s functions, and
they will only depend on the arbitrary renormalisation scale M = A, as well as on A, but
not directly on the fundamental scale Ay (nor on \g). [Indeed, in our effective Lagrangian,
the coupling constant is A\, and M = A enters since it determines the cut-off scale of the
loop momenta.] We want to understand the behaviour of these Green’s functions as a
function of the renormalisation scale M = A. To this end we consider changing M as

M — M +0M . (3.34)

Performing this change of scale amounts to introducing the shell bA < |k| < A and inte-
grating out the corresponding momentum modes. As we have seen above, this will then
change the coupling constant A as well as the normalisation of the fields, i.e. it will lead to

A — A+ 0A (3.35)
¢ — ¢(1+0n) . (3.36)

The rescaling of the fields will lead to a change in the n-point Green’s function G™ as
G — (14 noén)G™ . (3.37)

As we have explained above, the renormalised Green’s functions only depend on M and A,
G™ = G (M, \), since these are the only parameters that enter the calculation when we
use the effective Lagrangian at scale A. Thus we have

0G™ = oG SM + oG

L (n)
5 5 I\ = nénG'™ . (3.38)

Observing that A is dimensionless, it is convenient to use, instead of d A and 07, the dimen-
sionless parameters

M M
Eq. (3.38) then becomes
oG ™) oG ™)
(n) _
M B + 4 o +nG 0. (3.40)

Obviously the parameters 5 and ~ are the same for every n, and thus must be independent
of the insertion points x; at which the n fields are evaluated. Furthermore, § and -~
are by construction dimensionless, and they can therefore only depend on dimensionless
quantities. The only mass-scale parameters are M and Ay, and hence § and 7 can only
depend on the ratio M/Ag, not on M alone. On the other hand, since the fundamental
cut-off scale Ag does not appear in our effective Lagrangian, § and 7 (which come from
integrating out momentum modes in the shell M < |k| < M + §M in the theory described
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by Leg.) do not depend on Ag, and hence cannot depend on M! Thus we conclude that [
and ~ are only functions of A

M M
p=0(5) =00, v=1(FA) =00, (3.41)
and eq. (3.40) is actually of the form
M2 4 8002 Ly gn] ™ — o (3.42)
oM ox ! - |

This is the celebrated Callan-Symanzik equation. The S-function
M
oM
tells us how the A-parameter in the effective action changes as we change the scale. In
particular, the sign of the [-function determines whether the marginal term grows or
decays as we integrate out momentum modes. Thus the S-function is of major interest
since it captures how the dimensionless coupling ‘constants’ depend on the energy scale.

(For the dimensionful coupling constants, the leading order analysis of the last section is
sufficient: relevant parameters grow while irrelevant parameters decay.)

B =70\ (3.43)

The procedure we have outlined above is conceptually very clean, but computationally
rather unwieldy. We shall therefore make the basic assumption that the above Wilsonian
scheme defined in the Wick rotated (Euclidean) theory at scale A = M? is equivalent to
imposing standard renormalisation conditions of the Minkowski theory for typical particle
momenta at p> = —M?. (The basic intuition behind this identification is that the effective
Lagrangian describes correctly the physics at energy scale M, i.e. for typical particle mo-
menta with p? = —M?2.) We should note that for the case at hand this is a slightly unusual
scheme since we are working with the massless ¢*-theory, but impose the renormalisation
condition on the propagator,

7
Qo@)o(-p)It =5 at PP =M, (3.44)
and not for p? = 0, as we would have imposed usually. Similarly, the value of the coupling

constant

n P4

= —IA

D3 P2
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is imposed not for the ‘on-shell’ Mandelstam variables s = t = u = 0, but rather for
s=t=u=—M?

In order to get a feeling for how this actually works, let us apply this scheme to the
¢*-theory and calculate the S-function. This can be done by calculating some Green’s
functions and demanding that they satisfy the Callan-Symanzik equation. The simplest
interesting Green’s function to consider is the 4-point function. Then the Callan-Symanzik
equation reads (with n = 4)

M2 B(A )2 +4y(\)| G =0 (3.45)
oM O\ ' '

The leading contributions to G® in perturbation theory are

¥(4) — }i ><>< g g ~+higher loops

(counterterm)

The first diagram is the four-point vertex at tree level and it is given by —i\. The first
1-loop contribution in the bracket reads

p3 Y2

b1 D2

where p = p; 4+ p2 and

1

V(p2> - _3277'2

[ [(2-0) +outam) —tont0-att-apn)| 0

with e =4 —dand I'(§) = 2 — v+ O(e). (Here v ~ 0.5772 is the Euler-Mascheroni
constant.) The other two terms in the bracket can be obtained by replacing s — t and
s — u. Evaluating for s = t = u = —M? (which is the scale where the renormalisation
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conditions are defined and the counterterm has to cancel the loop divergences), we obtain
<- . ) = (=N (V(s) + V() + V(u)) ’
s=t=u=—M?2
= i(—iA\)?3V (—M?)
3 2

= —i(—iA\)?——— | —— — log M? + fini 4
i(—iA) e |1=d og M= + mte} : (3.47)

s=t=u=—M?2

where the finite part does not depend on M. The counterterm ¢, must cancel the loga-
rithmic M? dependence, and since it contributes to the 4-point amplitude as

?

GW = [—ix+ (—iN)*i (V(s) + V(1) + V() —i6y] - ]| o (3.48)
i=1 1
we conclude that
32 2
= | = _log M? + fini 4
N e |1 d og M* + mte] (3.49)

such that the renormalization condition is preserved (i.e. the counterterm cancels the M-
dependence of the other four diagrams at the scale s =t = u = —M?* at O(A?)). The only
M-dependence in this counterterm is via log M?2.

Next we observe that the 2-point function is not corrected at order A. From the Callan-
Symanzik equation for G we then conclude that v must be of the form

v=0+0(\), (3.50)
and hence the Callan-Symanzik equation for G*) has the structure
w2 ﬁ(A)ﬁ + 4(’)()\2)} GW=0. (3.51)
oM oA
Because the 4-point function
4 .
G = —ix]] 5 + 0 (3.52)

=17

contains terms which are at least of O(\), the third term in (3.51) produces an O(\?)
term which we can neglect at leading order — the leading order here is O(A?). In order
to evaluate (3.51), we need to take the derivative of G with respect to M. The only
M-dependent term is in the counterterm (3.49). But as we have seen, M - 81%]\%2 = 2, and
the M-dependence of 3 cancels indeed (as our general argument above predicted). In any
case, eq. (3.51) then becomes

_ 3\?

e

+B(A) + O(AB)] f[ (#) =0, (3.53)

=1
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from which we read off that

B(N) = (22)2 + 0O\ |. (3.54)

It is worth noticing that the finite parts of the counterterms are independent of M and
therefore do not contribute to g or v. If we are only interested in the S-function, we
therefore do not have to care about these finite contributions, but only need to extract the
regulated divergencies of the relevant diagrams.

3.3.2 The General Structure

Before we apply these methods to non-abelian gauge theories, let us understand the struc-
ture of the terms that contribute at lowest order in perturbation theory. Suppose we are
interested in the S-function of a generic dimensionless coupling constant ¢ that is associated
to an n-point vertex. (There will be a -function for each dimensionless coupling constant,
and a scaling function v for each type of field.) Consider the corresponding (connected)
n-point Green’s function at 1-loop. Its contributions will be of the schematic form

G = (g;;;;;g) + (ﬁ;;;‘;f;’) + (m) + (eé‘éfféé%éiff)
i A A?
= — | |—ig —iBlog ——< — i, + (—ig) (A‘ log ——~ — (5Zj) . (3.55)
(1;[ p?) (=p*) 7 ; T (=)

Here we have rescaled the external fields as

_ 1
¢ — 2,0 = (1 - 55%) ¢, (3.56)
and p? is a typical invariant built from the external momenta p;. Our renormalisation
conditions are defined for p* = —M?, and thus the counterterm d, will be of the form
AQ
0y = —Blog e + finite (3.57)
so that it cancels the A-dependence of the B-term at the renormalisation point p? = —M?2.

Similarly, the Z;-counterterm must be of the form

2
M2
so that the A-dependences of the Aj-terms are also cancelled. At leading order, the Callan-
Symanzik equation then takes the form

bz, = Ajlog + finite (3.58)

(=) [MaiM (59 —g Z 5Zj> +6(9)+yg Z %MaiMazj =0, (3.59)
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where we replaced the term ny by > ;7 because in general each field comes with a different
~. The third term comes from the observation that the change of the ¢-field,

1
¢— ¢— §5Z¢¢; (3.60)
implies 07y = —%52 , and then
M 1.0
=——0ny=-M—95,,. .61
Yo = —537M = 5M 57702, (3.61)

Solving eq. (3.59) for $(g) we then find

Blg) = MaiM <—5g + %9254) : (3.62)

We therefore conclude that 5 depends only on the coefficients of the divergent logarithms,
see eqs. (3.57) and (3.58)

Blo)==2B =g 4| (3.63)

Thus the determination of the S-function is reduced to obtaining B and A; from an explicit
1-loop calculation.

3.4 Asymptotic Freedom

With these preparations we now want to calculate the S-function (g) that describes the
dependence of the coupling g on the renormalisation scale for SU(N') Yang-Mills theory (in
particular for QCD). The simplest diagram from which we can extract the lowest non-trivial
order of the S-function is the 3-point function

a
Al

= igty,

In order to do the calculation at 1-loop we will need vertex and propagator counterterms
(that will absorb the corresponding divergencies). We denote the counterterm for the
vertex by

A

= igty"o;
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while those for the propagators are

® — ip6,

woossoXossoes = —i(k%g" — k'E")6"d,

We will work in the Feynman-’t Hooft gauge which means that we set £ = 1; the gluon
propagator then has the form —ié“bguyk% (c.f. the rules in section 2.1.2). Given our general
analysis from above, it is clear that the g-function will be of the form

Blg) = gM(?iM (—51 + 02 + %53> - (3.64)

The counterterms d; are defined by their property that they absorb the divergencies of the
loop corrections to the vertex and the propagators. The task is therefore to compute the
relevant 1-loop diagrams which correct the vertex and the propagators and to extract their
divergent pieces.

First we determine the corrections to the vertex at 1-loop. They arise from the diagrams

(1, a) (1, a)
Tk — &
p+ K p+k
ET ¢
4]

The first diagram gives

[ sbras (<) i(p+K) Ltk
A= [ GatioP T, P (3.65)

We observe that
TbTaTb — TbTbTa + Tb [Ta’ Tb]
— CRTa + TbifabCTc

— CRTa + zfabc [Tb, Tc]

2
— CRTUL + %ifabcbede
1
~ (Cn 300 ) . (3.66)
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where Cr = T’T? is the quadratic Casimir operator of su(/N) evaluated in the representa-
tion R in which the fermions transform. Similarly, C'aq;. is the quadratic Casimir evaluated
in the adjoint representation, which by definition equals

CAdj.aad — fabc]cdbc — fabCfbcd ] (367)

For the case of su(N), Cag;. = N. The quadratic Casimir in the adjoint representation is
always equal to the so-called dual Coxeter number.

In order to extract the logarithmic divergence of (3.65), we ignore k and k' relative
to p — since we are only interested in the coefficient of the logarithmic divergence of the
integral this is sufficient. Furthermore, we make the usual substitution

P
P — g7 (3.68)
inside the momentum integral. These two tricks simplify the calculation but do not

change the leading logarithmic divergence. Up to corrections which are finite and not
M-dependent, we find for (3.65):

a 1 a v
T ) 017 Ll Paly e %

[A] ~ /(;L:;di(ig):% (OR - %OAdj.

)

- / djrp i(ig)® (CR_chdj) el 1 o717
)
)

d (p2)?
|

d(p?)?
1 2-d? [ dip 1
=¢° | Cr— =Caq;. | T*" /
o (n=s0m) T S [ o
—1
3 1 [ 1 A%/M? d—>5
=1q OR E(JAdJ_ T Y (27T)d de ! dpp
;3 2
g 1 A u
= W (CR — §CAdj.) IOg (W) T ’}/M s (369)

where we used v,7#7” = (2 — d)y* twice and performed a Wick rotation to get the second
last line. This completes the computation of the interesting part of the first diagram [A].

71



3.4. ASYMPTOTIC FREEDOM

The other 1-loop correction to the vertex comes from diagram [B] for which we find

dp . iy (=i) (i)
B] = T%~,) = (igT*¢
8] = [ g 19T 5 (i975,) ==
x gf* (g™ (2K — k — p)’ + g"" (=K' — k + 2p)* + ¢"(2k — p — K')"]
3 d
g d’p 1
. .o y HY P D VPt PL Y
QCAdJ. /(27]_)(17?’7%(9 p g +g p)(p2>3
3 d
g dp 1 1
. T | AR APy D APAH YA
2 CAdJ. / (27T)d (p2)2 d <’Y Y Zp ,Y( Y ;Yp +7 Z v >
= =(2—d)y* =

3 dip 1
_ g_CAdj.Ta(zd — 4+ 2d)y" / P

d (2m)? (p?)?
i3 2
1g° 3 u A
= WécAdj,T 7“ log (W) s (3.70)

where we have used that the group theoretical part of the first line works out as
1 . .
TbTCfabc — §[Tb, Tc]fabc — %fbcdfabch — %CAdj.Ta ) (371)

By the same arguments as above we have also ignored k and k' relative to p, and made the
replacement (3.68). Adding the two contributions together we conclude that the vertex
counterterm at 1-loop order is

2 A2

g
0L = — (47T)2 (CR + CAdj.) log W (372)

The calculation of the propagator counterterms is slightly more involved. There are
two propagators we have to consider, namely the fermion and the gluon propagator. In
the following we shall not perform all of these calculations in detail, but only sketch the
relevant ideas, exhibiting the gauge group parts of the various contributions. (The details
of the full calculation can be found in Section 16.5 of [’5].)

For the fermion propagator the relevant 1-loop correction comes from the term

_ d4p © N2 W al(p—i_k) a<_i)
éﬁm%% ‘/@ﬂ”””T@+m”ﬂ'ﬁ

Since T%T* = Cg, we find

2 A2
5y = — (497T>20R log (W) . (3.73)
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The 1-loop correction to the gluon propagator is much more complicated. Now there are
four 1-loop diagrams we have to consider, and their gauge group indices lead to the Casimir

structures
a < ) b

nrCr

Cgj.

et

After a lengthy calculation one finds that in order for the divergencies of these loop cor-
rections to be cancelled by the counterterms, we need to have
2

g 5 4 A?
53 = (47T)2 |:§CAdj. — gnFC’R} log (W . (374)

Putting everything together, we then get for the complete S-function (3.64)

B(g) = gMi (—51 + 82 + 153>

oM
0 2
o s () e
3
g0 (1 4
= —Cg; C 3.75
> |8 -~ ( Oy~ ane R> (3.75)
where we obtained the second line by summing egs. (3.72)-(3.74) according to
1 g° A2 2
_51—1-(52-1—553: Wlog M2 CAdJ ——nFCR—CR-i-CAdJ +Cgr| . (3.76)
For general SU(N) Yang-Mills theory the values are
1
CAdj. = N7 CR:fundamental = E (377)
3
@ (11 2
=————=N—- . 3.78
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If ngp (the number of flavours) is not too large, the [-function is negative due to the
negative contributions from the Casimir of the adjoint representation Cag;. This is for
example the case for QCD, where N = 3 and np = 3. Note that the negative contribution
to the S-function is proportional to Cagj., which is only non-zero for non-abelian theories.
(For abelian theories, such as QED, the first term vanishes, and the g-function has only a
contribution from the second term, which is always positive.)

Theories with negative S-function are called asymptotically free, since the coupling
gets weaker at large energies. In particular, such theories can be treated perturbatively at
large energies. On the other hand, asymptotically free theories have the property that the
coupling becomes strong at low energies or large distances; in this regime the theory must
then be treated non-perturbatively.

For the demonstration that QCD is asymptotically free, Gross, Politzer and Wilzcek
were awarded the Nobel Prize in Physics in 2004.
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Chapter 4

Spontaneous Symmetry Breaking
and the Weinberg-Salam Model of
the Electroweak Interactions

The aim of this chapter is to derive the Lagrangian of the Standard Model of particle
physics describing the known field content of matter particles (leptons and quarks) and
the electroweak interactions (weak bosons and photons) from a classical field approach.
We start by reviewing the electroweak interactions.

4.1 Electroweak Interactions

4.1.1 Characteristics of Weak Interactions

A classic example for the relevance of the weak interaction is the S-decay, i.e. n — pTe .
Weak interactions have the following characteristics:

e violate parity conservation since the weak gauge bosons couple only to left-handed
fermions.

e The left-handed fermions are arranged in doublets of SU(2)y,, whereas right-handed
fermions transform as singlets under SU(2)r..

e The gauge group of the weak interaction is SU(2);, and we refer to it as the weak
isospin group.

The free fermion Lagrangian,

clermion) — (i — m) (4.1)

free

is invariant under SU(2), transformations

U, — W) =y, (4.2)



4.1. ELECTROWEAK INTERACTIONS

where T = Z* are the generators of SU(2) (¢ are the Pauli matrices) and 6, is the gauge
parameter, provided the derivatives d, is replaced by the covariant derivatives D, in as in
the case of SU(N) gauge theory seen in chapter 2. The fermions Wy are defined by the

decomposition of W in left- and right-handed components:
. 1+ V5
2

W 0. 4.3
L (4.3)

The lepton doublet of SU(2)y, is defined as

U, = (Zi) . (4.4)

The weak isospin of this doublet is 7" = 1/2 and the third component T3 of T' can take
values +1/2. Considering only one quark-flavour family, the corresponding quark doublet

reads analogously
v
Uy=1(_") . 4.5
- (\de)L 45)

The left-handed spinor ¥y, transforms under SU(2)y, as described in Eq. (4.2) whereas the
right-handed component is invariant under SU(2)y:

Vp=er — 6;% = €eR. (46)

The gauge bosons of the SU(2)y, symmetry are denoted by W) (i = 1,...,3). W, is
therefore a triplet of weak isospin vectors.

w,=|w?|. (4.7)

The interaction Lagrangian between fermions and weak gauge bosons obtained by explicitly
writing the covariant derivative D,, in terms of the derivative 9, reads
3
ions- . : oy i 7 O
Ling. = L’gifmlons gange bosons) _ —1g Z J W with J, = LﬁyMEzL (4.8)
i=1

where J! is the triplet of left-handed SU(2)y, currents and we used the shorthand ¥, = L.
Using the charged vector bosons

1
+ _ 1 172
W= = E (W# F ZWM) s (49)
we can also write L. in terms of charged and neutral fields. The Lagrangian describing
fermions, weak bosons and their interactions is therefore given by

EweakJrfermions = ﬁgzzmionS) + El((\lzz) + £int. (410)
1

where El({\z) = _ZWWWW (4.11)

and W, = 0,W, — 0,W, — gW, A W,. (4.12)
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4.1. ELECTROWEAK INTERACTIONS

The last term in (4.12) has the interpretation that the W-bosons couple to each other due
to the non-Abelian nature of SU(2). The Lagrangian (4.10) is SU(2)y-invariant.

4.1.2 Electroweak Interactions

The electroweak interaction are described by the gauge group SU(2)p, x U(1)y. In order
to unify electromagnetic and weak interactions we cannot just add Lqep to Lyeak. The
reason is that EB‘ED is parity conserving and treats left- and right-handed fermions equally.
A fact which is not compatible with the nature of the weak interactions. Indeed, EBED ,
describing the inteaction between a photon (A,,) and an electron (. ) of charge Q. contains

terms of the form

(Qeqjeyque) A;L - Qe (éR’yMGR + éLfyueL)JA;w (413)

:J(SED

which contains ey, instead of the doublet (vy,er). Therefore, this term is U(1)e , -invariant
but it violates SU(2)y-invariance. We can solve this problem by introducing a new current
Ji associated to U(1)y which preserve the SU(2);, symmetry. The corresponding conserved
quantity Y is called hypercharge. The current Ji couples to a vector gauge boson B*.
Restricting ourselves to one family of leptons (v, e), we write it as

J}lﬁ =2 (‘]('SED - Jg) = éR’)/MYR’eBR + DR’}/MYRWVR + éL’}/'U'YL’XBL + DL’YMYL,XVIj (414)

-~

=XLY*YL xXL

where Yg . (Yr,) is the hypercharge of eg (vg) and Y}, is the hypercharge of the doublet
XL = (vr,er). The third component of the weak current defined in eq.(4.8) is

o 1 1
Iy = XL%?%XL = QPLIWVL = SELEL, (4.15)
and the QED current reads
1
JSED:QE (éR%eR%—éLvueL) = J3+§J: (416)
Matching both sides in Eq. (4.14), we get
YR,e = 2@67 YR,V =0

YL,e = 2@6 + 1) YL,V =-1

We conclude that the hypercharge Y, as suggested in eq.(4.14), has the following form:

Y =2(QIFD) — Ty). (4.17)
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This can immediately be verified using

Ty(er) =Ts(vg) =0  (singlet)

1
Tg(l/L) = 44—

1 (doublet).
T3(€L) = —5

We can thus write down the following SU(2)y, x U(1)y-invariant Lagrangian:

int.

/
L{slectroweak _ —ZQJ,ZWW o Z%JZBM (Z — ]_7 2’ 3) (418)

with the triplet Wﬁ of weak gauge bosons related to SU(2)y, , the vector boson B, related to
U(1)y. The corresponding couplings are g and ¢’, respectively. The complete Lagrangian
Lint. + Lireefermion can be decomposed into left- and right-handed components:

. o Y, - _ Y,
> X (28” + 95 W+ g/TLBN) Xp+ Y gy <28u +0+ g’TRB#> Vg, (4.19)
XL

The particle spectrum that arises from the charged and neutral currents of this theory
looks as follows:

e Charged bosons responsible for charged interactions: W; = \/Li (W) FiW?). The
”+7-current is Jlf = XLVuO+XL = Vryuer where oy = %(01 + i09). The interaction

gives rise to a vertex
VL

w

The current J, = Xr7,0-X1 = €ryuVr gives rise to an interaction

€L
W=

vy
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4.1. ELECTROWEAK INTERACTIONS

e Neutral fields Wj and B, responsible for the neutral interactions. The neutral vector
bosons A, and Z,, corresponding to the photon and the Z° (mass eigenstates) are
linear combinations of W2 and By,:

A\ [ cosby  sinfy B,
(Zu) - <— sin Ay cos 9W> <T/V/‘;5 (4.20)
where 6y is called the Weinberg angle that was first introduced by Glashow (1961).
We can thus write the neutral part of the interaction Lagrangian:

/
£(neutral) ZgJ3W3'u 2 JZBH

int.

/ /
(g sin GWJ?’ 5 cos QWJY) AF —1 (g cos 9WJ3 - %SiHGWJZ) A

.

-~

=0y

(4.21)
Since «a,,u has to be related to the electric charge, i.e.
! e.m. 3 1 Y
CKmUZGJM = e JN+§JN , (422)
we infer
g/
gsinfy =g’ cosby =e  and tan Oy = =. (4.23)
g

The Feynman rules for vertices are as follows:

= —ieqy"

_ e |
W\/\A< and WA< = —%W (1_2J)
Ve

g ;11 / J -
(‘0%(7)” Q(CL/ (/A’Y‘)>
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4.2. SPONTANEOUS SYMMETRY BREAKING

with the vector and axial couplings

o = Tf — 2sin’ Oy g5 (4.24)
=T} (4.25)

Therefore, £ constructed with is invariant under

Note that so far W+, W, Z° and A* are all massless. This is in contradiction with
experiments which show that the masses are myy,z ~ 100 GeV. How can we add mass terms
for the electroweak gauge bosons Z and W7 We cannot just introduce a mass term of the
type Ly = —%WMW“ to the SU(2)p, x U(1) gauge invariant Lagrangian because this
introduction would break gauge invariance. Since we want to maintain gauge invariance,
we need another method. The next section deals with a way to do this through the Higgs
mechanism using spontaneous symmetry breaking.

4.2 Spontaneous Symmetry Breaking

4.2.1 Discrete Symmetries (2 Examples)

Some physical systems have symmetries which the ground state (the state of minimal
energy) does not have.

Example 1: Falling Needle

Consider the example of a balanced needle compressed by a force F'. As long as the force
is smaller than some critical value F,, the needle stays in the configuration z =y = 0 and
the system is rotationally symmetric with respect to rotations around the z-axis. This is
the ground state. However, if F' > F, the needle bends into one particular position. The
rotational symmetry is then broken and we have an infinite number of ground states, all of
which are equivalent and related by rotations around the z-axis. The situation is sketched
in fig. (4.1).
We can characterize spontaneous symmetry breaking as follows:

e A parameter of the system assumes a critical value.
e Beyond that value, the symmetric physical state becomes unstable.

e The new ground state is chosen arbitrarily amongst all equivalent ground states. The
ground state chosen is not invariant under the original symmetry of the system.

Example 2: Real Scalar Field

As a second example consider a real scalar field ¢ in ¢*-theory:

A
L=T-V = %(@qu)Q — (%u%ﬁ? + Z¢4> . (4.26)
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F VE
—_—
F| <F, F| > F,

Figure 4.1: Needle standing in an unstable position.

This Lagrangian is invariant under ¢ — —¢. There are essentially two very different
forms of the potential V' which are sketched in fig. (4.2): In the first case, the vacuum

characterized by g—‘(; = 0 is given by ¢ = 0 and it is obviously stable. In the second case,

% = 0 leads to two possible solutions:

1. ¢ =0 (local maximum),
2. ¢ = £/—p%/X = v (two vacua, two local minima).

We analyze the physics close to one of the minima by considering the series expansion
around the minimum, i.e.

ox) = v +1(x) (4.27)

(12 >0, A > 0] (12 <0, X\ > 0]
V() V(o)

Y
S

Y
-

Figure 4.2: The two different regimes of the quartic potential.
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4.2. SPONTANEOUS SYMMETRY BREAKING

where ¢(x) is the classical degree of freedom and 7(x) is the quantum fluctuation of the
field configuration close to v (perturbative degree of freedom). In general, we are not able
to use ¢ and solve the theory generally. Instead we do perturbation theory and calculate
fluctuations close to a stable minimum energy. For that we use a Lagrangian in terms of
the perturbative degrees of freedom.

Choosing ¢(z) = v + n(z) (i.e. expanding around the minimum on the positive ¢-
axis) breaks the symmetry of £. Performing this replacement in the Lagrangian yields a
transformed Lagrangian £’[n] which is not invariant under n — —n anymore. Thus the
symmetry is broken by the special choice ¢y = v. The new Lagrangian reads explicitly

, 1
L'n) = 5(8,ﬂ7)2 — 2?4+ O, n") (4.28)

where the second term is a mass term (with the correct sign) giving a mass m,, = v2Av?
to . The O(n3,n*) terms describe 7 self-interactions. The conclusion we can draw here is
that spontaneous symmetry breaking generates a mass term for 7.

4.2.2 Spontaneous Symmetry Breaking of a Global Gauge Sym-
metry

Consider scalar ¢?-theory again. This time, we consider a complex scalar field ¢(z) =
¢1(x) +iga(x). The Lagrangian

£ = (0,0)(0"0)° —1*6°6 — (5" 0)° (4.29)

v~

:_V(¢7¢*)

is invariant under global U(1) gauge transformations
o(x) — ¢/ (x) = e p(z), A = const. (4.30)

Consider again the case of u? < 0, A > 0 where £ has a mass term with positive sign: the
ground state is obtained as the minimum of V'(¢):

ov

T = 1+ 2 (@) =0, (431)
If % <0, th2en the Lagrangian has a mass term with the “wrong” sign. The minimum is
at |¢|* = —L45. In terms of ¢, ¢ the vaucum is a circle of radius v in the ¢;-¢o-plane such
that
12
P + g3 = v? with v? = - (4.32)

The situation is sketched in fig. (4.3). The tangent to the circle of vacua is called . The
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(12 <0, A> 0]
V(o)

P2

Figure 4.3: The ¢*-potential for a complex scalar field ¢.

radial is denoted by 7. We consider the minimum given by ¢; = v, ¢ = 0 and expand ¢
around this minimum:

o(x) = %@ T n(e) +i€()) (4.33)

where we think of n(z) + i{(z) as being the quantum fluctuation close to the minimum
(the perturbative degree of freedom). The Lagrangian in terms of 1, £ reads

1 1
£l0.€) = (0,6 + 2(@,n)* ~Sm + const. + O (431
~~ 7 N——
kinetic terms for &, n 2

where the higher order terms are again interaction terms that we do not care about for the
moment (we are interested in the generated mass term).

The particle spectrum is as follows: we have a mass term for  which is — 7) with
m77 = —242. For both n and £ we have kinetic terms, so both fields are dynam1cal degrees
of freedom. But there is no mass term for £&. This can be interpreted as follows: the
potential V' is tangential in &-direction implying a massless mode. It costs instead energy
to displace i because the potential is not flat in the n direction, so this is a massive mode.
This is an example of the general

Goldstone Theorem:
Massless particles (”Goldstone bosons*) occur whenever a continuous symmetry
is spontaneously broken.

The particular case of a global U(1) symmetry being spontaneously broken gives rise
to one massless Goldstone boson ¢ (here: a scalar).
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Proof of Goldstone’s Theorem

We prove the Goldstone theorem in the classical field theory approach. Consider a theory
involving several fields ¢®(x) described by

L = Lyin. — V(¢") (4.35)
and let ¢f be a constant field that minimizes V. For each a we have
0
3 V(") = 0. (4.36)
Pa 9" (2)=0¢
Expanding V' about the minimum ¢f, we get
1 0*V
V(") =V(g4) + 5 (0 —¢8) (6" — ) | 55 4.37
=V 5@ =) ) (55 + (4.37)

quadratic term

The coefficient of the quadratic term is the mass matrix

*V o

It is a symmetric matrix whose eigenvalues are the masses of the fields. If ¢§ is a minimum,
then all eigenvalues of m?2, are > 0.

In order to prove Goldstone’s theorem, we must show that every continuous symmetry of
L that is not a symmetry of ¢ (which is the stable minimum) gives rise to a zero eigenvalue
of this mass matrix. We consider a general continuous symmetry transformation of £ given
by

¢t — " + aA(9) (4.39)

where « is an infinitesimal parameter and A%(¢) is a function of the ¢’s. If we specialize
to constant fields, then the derivative terms in £ vanish and only the potential V' must be
invariant under the transformation (4.39). We have then

V(9") =V (¢" + al’(¢)). (4.40)

By means of the expansion of the right-hand side around « = 0, this is equivalent to

0

A*(9) a¢aV(¢“) = 0. (4.41)
Differentiating this equation with respect to ¢® and choosing ¢* = ¢* = ¢, we find
o aAa(¢) 0 “ . 52 )
0= ( Db )m \(wav(cﬁ )) ¢a:¢g+A (¢o) (va )) . (4.42)

Vv
=0 since ¢9 minimum

There are thus two possibilities:
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1. If A%(¢p) = 0 we are in the situation where the transformation leaves ¢, unchanged,
i.e. the symmetry is also respected by the ground state. This case is trivial (no
symmetry breaking).

2. If A%¢g) # 0 we have spontaneous symmetry breaking. In this case we have

62

WV(W) A(¢g) =0 (4.43)

¢a:¢0

which is equivalent to mZ A%(¢°) = 0. Thus A%¢%) is our desired vector with
(squared) mass eigenvalue 0. In this case, A%(¢°) are our massless Goldstone boson
candidates.

This proves the theorem at the classical level.

4.2.3 Spontaneous Symmetry Breaking of a Local Gauge Sym-
metry and the Abelian Higgs Mechanism

Consider a complex scalar field ¢ and a local U(1) gauge transformation
¢ — ¢ =@, (4.44)

For the corresponding Lagrangian £ to be invariant under this U(1) transformation, we
know from QED that we have to impose two conditions. The partial derivative has to be
replaced by a covariant derivative and the gauge field has to satisfy a particular transfor-
mation behaviour:

0, — D, =0, +ieA, and A, — A, — é@ua(x). (4.45)
Starting from the Lagrangian
L= (0,0)"(0"0) — *¢" ¢ — M6"9)*, (4.46)

we obtain the following U(1)-invariant Lagrangian:

1

L= (0, —ieA,)p* (0" +ieA")d — 1’ ¢*p — N(¢*p)* — ZFWFW. (4.47)
Consider2 the case u?2 < 0, A > 0 and a small perturbation close to the ground state vacuum
v? = &
)

o) = % v+ n(z) + i€ (z)] (4.48)
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where n(x) and i€(x) are the quantum fluctuations around the ground state v. The La-
grangian becomes

1 1 1 1
Ln, & = 5(3,@)2 + 5(67#77)2 — 5(202)\2)772 + §€2U2AMAN_
1

—evA,0'¢ — ZFWFW + interactions. (4.49)

First of all, we observe the presence of kinetic terms for both 7 and £, a mass term for 7,
and a mass term for A,. This means that we have the following a priori particle spectrum:

e a massless Goldstone boson &,
e a massive scalar particle n with m,, = V2,

e a massive U(1) vector field A, with my = ev.

Furthermore, an off-diagonal term of the form A,0"¢ appears in the Lagrangian (4.49).
By giving a mass to A,, we raised the number of degrees of freedom from 2 to 3 since
a massive A, has an additional longitudinal degree of freedom. This is not satisfactory:
it cannot be right that just by writing ¢(z) = v + n(x) + i{(z) (i.e. by changing the
parametrization), we can create a new degree of freedom. The interpretation thus has to
be as follows: in L]v,n, £] the fields do not correspond to distinct physical particles. Some
of the fields are unphysical. If this interpretation is correct, then we should be able to find
a particular gauge transformation which eliminates this unphysical field. Indeed, this can
be achieved. To this end, we note that ¢(z) = \/Li (v+n(z) +i&(x)) is the first order in &
of the expansion of

1 .
z) = — (v+n(x)) S/ 4.50
¢(x) 7 (v+n(z)) (4.50)
This suggests that the field £ is actually a gauge parameter of the form a(z). To show that
this is indeed correct, we perform a gauge transformation on the initial fields to obtain a

different set of real fields h(z), 0(z), A,(z) (with {(x) given as a(x) = 6(x) here):

1 i0(x)/v
d(r) — E(v + h(z))e?@)/ (4.51)
Ay(w) — Ay(w) — iauem _q, (4.52)

where Zu is a field which is gauge equivalent to A,,. Because 6(z) is just a gauge parameter
now, it should completely drop out if we write the Lagrangian in terms of these fields. We
can check that this is indeed the case:

~ 1 1 ~ ~
Llh, A = 5(8Mh)2 — M*h? + 56%214”,4“ — Avh3—
Lova Loaga,o 212 1 v
- Z)\h + 3¢ AL +ve”ALh — ZF’“’FM . (4.53)

This is the Lagrangian which has been proposed by Peter Higgs (Englert, Brout) in 1964.
The particle spectrum of this Lagrangian is as follows:
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e 10 f(x) field (the Goldstone field has been "eaten® by A,,),
e a massive, scalar field h ("Higgs field”) with m;, = V202,

e a massive U(1) vector field Zu with m 7 = ev.

We have a conservation of the degrees of freedom between the field content [¢, A] in the
original £ and the field content [h, A,] in the Lagrangian (4.53):

Lo, A,] : complex scalar field ¢ : — 2 degrees of freedom,
massless vector field A, : — 2 degrees of freedom,
Llh, Zu] : real scalar field h : — 1 degree of freedom,
massive vector field Zu : — 3 degrees of freedom.

The Goldstone boson in (4.49) was therefore just a spurious degree of freedom. It has
given a longitudinal degree of freedom to A,. Now A, has “eaten” the Goldstone boson

and became the massive field ,Zf#,

In this mechanism, called the Abelian Higgs mechanism, the Goldstone bosons are not
independent fields and can be gauged away. The Goldstone fields which are at the same
time the gauge parameters (z), are chosen such that ¢(z) is real valued at every point
x. Furthermore, they do not appear any more in £, when we rewrite £ in terms of the
transformed fields using Eq. (4.53).

This gauge choice is called unitary gauge. In this gauge, £ describes just h and EM
where AL is a massive vector boson and h a massive scalar.

This picture will be clarified by studying the quantization of theories with spontaneously
broken symmetries.

4.2.4 Spontaneous Symmetry Breaking of a Local SU(2) x U(1)
Gauge Symmetry: Non-Abelian Higgs Mechanism

We want to find a mechanism which gives masses to the W= and Z bosons. This mechanism
should also ensure that the photon 7 is massless. Consider the Lagrangian

L= (8,0)1(0"¢) — 1*d'd — A(070)? (4.54)
with ¢ being a doublet of scalar fields:

L (1 + i¢2) (¢+)
= , = 4.55
o= (o) = (% (455)
with Y = 1 (choice by Weinberg, 1967). The Lagrangian is invariant if we replace d,, by
the SU(2)1, x U(1)y covariant derivative D,,, i.e.
o

Y
5 W, — zg’EBu) 0 (4.56)

oo — D¢ = <8H — g
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where W), are the SU(2);, gauge bosons related to weak isospin (73) and B, is the U(1)y
gauge boson related to hypercharge.
The SU(2)1, x U(1)y transformation acts on ¢ as follows:

¢ — el eiB2¢ (4.57)

where «a, and /3 are the group parameters for SU(2);, and U(1)y, respectively. To generate
gauge boson masses, we break the symmetry spontaneously. Choosing

2
<0, A>0, 0= —“7 and  ¢(z) = % (U +[;L(x)> o % (2) (4.58)

where ¢(x) is written as an expansion around the vacuum v, the symmetry under SU(2)y, x
U(1)y is spontaneously broken. The obtained theory will contain

e one massless gauge boson associated with @) = T3 + %,
e three massive gauge bosons (Higgs mechanism),

e four generators, three of which will independently break the symmetry and generate
three massless Goldstone modes. The Goldstone modes are eaten by the gauge bosons
in order for the latter to aquire a mass (additional degree of freedom).

Let us show that although the choice of vacuum (4.58) breaks SU(2);, x U(1)y, the elec-
tromagnetic U(1)g symmetry is preserved by this vacuum. To this end observe that the

chosen vacuum expectation value ¢q satisfies Q¢ = 0 since ¢y has Y = 1 and T3 = —%
and

Py = e gy = ey = ¢y (4.59)

for any value of a(x) generating the local U(1)q symmetry of electromagnetic interactions
given by

¢(x) — ¢'(x) = 9 Pg(x). (4.60)

The particle spectrum of the theory can be studied by inserting the vacuum value
o = \%(O,v) from (4.58) into the kinetic term (D,¢)"(D*¢). This term will generate a
mass term for the weak gauge bosons and it will leave the photon massless as shown below.
Using W, = (W, W2, W2), we obtain

2

2

gW2+g'B,  g(W, —iWi)\ (0
gWi +iW2) —gWi+g¢B,) \v

2

(D,u(b)T(DN(Zs) = ’ (_ig%Wu - Zg_Bu) ¢

= Vg (W, ]2 +|W2]?) + éqﬂ (9B, — gW}) (¢B* —gW?™).  (4.61)
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4.2. SPONTANEOUS SYMMETRY BREAKING

Using
gW,. — g'B,,
Z,="—L_—""L" for the neutral gauge boson Z°,
H /g% + ¢
1
VVMjE = E (Wj F zWi) for the W= gauge bosons,
‘W34 gB
A, = In T 9% for the photon field as defined before,
/92 +g/2

Eq. (4.61) becomes

1 \? 1
(D,¢) (D"¢) = <§gv) WIW= + §v2 (¢'B, — gwj)2 + 0_(dW}+ gBM)2

=M?
1
= My W, W+ éMZZ#Z“ (4.62)
1 1
with | My = 29V, My = 5@\/g2 + g2 (4.63)
As before, we denote
g/
= = tanfy. (4.64)
g

Note that the masses My,, My are predicted by the theory. The fact that M, = 0 is a
consistency check. One finds

My ~ 80.4 GeV, My ~91.2 GeV, v =246 GeV. (4.65)

4.2.5 The Electroweak Standard Model Lagrangian

We are now in the position to write down the electroweak part of the Standard Model
which has been discovered by S. L. Glashow, S. Weinberg and A. Salam in 1966 (Nobel
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4.2. SPONTANEOUS SYMMETRY BREAKING

prize 1979). The Lagrangian for this spontaneously broken SU(2);, x U(1)y model reads

L= Lﬁeld"‘ﬁmatter + EHiggs, field 1 'CHiggs, matter
1 1
‘Cﬁeld = _ZWMVWMV - ZBMVBHV
where W), = 9,W, — 0,W), — g ""WIW}
By = 8,B, — 8,B,
_ Y
Lmatter = Z L'Yu (Za + g W + g B ) L+ Z R’)/ (Zaﬂ + QIEBH) R
L

2

- V(o)

[’Higgs, field —

. o Y
(0005w 0y )0

where V(¢) = —p201 6 + (o1 ¢)?
Lhiges, master = —G1 (LOR + ROL) — Gy (LR + Rp.L) + h.c.
where ¢, = io%¢*

where L and R in Later are the usual left-handed fermion doublet and right-handed
fermion singlet, respectively. So Lyaier contains kinetic terms for leptons and quarks
and their interactions with the gauge bosons. The Lyiggs, fielda-part is responsible for the
spontaneous symmetry breaking. It contains W=, Z° ~ and Higgs masses and their
couplings with the potential V(¢) as anticipated in the previous section. The last part,
Ltiggs, matter, contains lepton and quark masses and their couplings to the Higgs. G is the
Yukawa coupling for T35 = —% and G is the Yukawa coupling for T3 = +%. For example,
one finds for the leptons

4

Ge
M, = N (4.66)

where G, is arbitrary. The Higgs mass
My = vvV2A (4.67)

is also arbitrary. Fermion and Higgs masses are arbitrary parameters of the model. The
following couplings are possible (— exercise):
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4.2. SPONTANEOUS SYMMETRY BREAKING

Without Higgs:

W*,Z.~ W*, Z,~ W*, Z,~
fl
W=, 2,y W=, 2,
f
W=, Z,~ W=, Z,~ W*, Z,~
Including Higgs:
f +H H -~ ~H
H oo H s :
f H H - H
W=, Z,~ W=, 7,y
H -
H ....................
W* Z,~ W=, Z,~

Note that not every arbitrary combination of gauge bosons in these vertices is allowed. For
example, the photon can only interact with electrically charged fields.

This concludes our discussion of spontaneous symmetry breaking at the classical level.
We will now turn to questions that deal with the quantization of such theories.

91



Chapter 5

Quantization of Spontaneously
Broken Gauge Theories

In the last chapter we have seen how the gauge bosons aquire a mass via the Higgs mech-
anism with the classical field approach. We argued that by imposing a special gauge (the
unitary gauge or physical gauge), because only physical fields appear, i.e. h and A in the
case of U(1) symmetry, the Goldstone bosons are “eliminated” while the gauge bosons ac-
quire a mass. We ask now whether the unitary gauge also works at higher orders. We would
also like to quantize these spontaneously broken theories in gauges where the Goldstone
bosons are present, so we can study their effects.

For this purpose we will consider the functional approach with the Faddeev-Popov
gauge fixing method for theories with spontaneously broken gauge symmetries. We will
define a class of gauges which are called R¢ gauges (R stands for renormalizability) and
which contain Goldstone bosons explicitly. The R¢ gauges will finally be linked to the
renormalizability of spontaneously broken gauge theories.

5.1 The Abelian Model

We start by considering a spontaneously broken U(1) gauge theory described by

1
L= _ZFWFW +|D,o> = V(9) (5.1)
with Du = (9M + z'eAu.

Here ¢(x) is a complex scalar field which we write as ¢(x) = \/L§(¢1 +i¢?). We want to
analyze L in terms of ¢!, ¢*. We consider a local U(1) transformation on (¢!, ¢?),

§¢' = —a(z)¢?, 0¢° = a(z)¢', 64, = —é@ua(x). (5.2)

The potential V(¢) = p2¢*¢+3(¢*¢)? generates the spontaneous breaking of the symmetry
(choose p? < 0, A > 0). We write the vacuum as ¢! = v, ¢* = 0 with v = (—u%/\)/2,
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5.1. THE ABELIAN MODEL

which gives the following parametrization of the fields close to the vacuum:

¢'(x) =v+h(x),  ¢(2) =) (5:3)

Here, h(z) is the Higgs field and ¢(x) is the field corresponding to the Goldstone boson.
Eq. (5.1) becomes

LIA @] = 3 (Fu) + 5 (0 — Aol + 5 Oup+ eAulv + 0 = V(6).  (5.4)

We observe that £ contains a Goldstone boson ¢ and it has an off-diagonal term J,pA*.
But L is still invariant under the local U(1) symmetry, where the fields h, ¢, A,, transform
as

5h = —a(@)p, Sp = a(@)(v+h), OA, = —é@ua(x). (5.5)

For £ given by Eq. (5.4), we consider the following path integral generating functional:
7 = / DADKDyp ¢ ¢'@ £lAhe], (5.6)
To make sense of Z, we must introduce a gauge fixing condition G(A) leading to
7 = / Da / DA / Dh / Dy ¢ 4w ARG 5 (G(AM)) det (%) (5.7)
with A# being the gauge transformed field
A (z) = AM(z) — é@“a(:ﬁ). (5.8)

Eq. (5.7) is obtained by inserting

- / Da 6 (G(AL)) det (5(}5(;‘5)) (5.9)

into the path integral (5.6). The gauge fixing condition is
1
Ve

Compared to the gauge fixing condition we saw for the quantization of Abelian gauge
theories in section 2.2, this condition has a new term proportional to evp that appears
only for spontaneously broken Abelian gauge theories. This term has the convenient form
such that after taking the square of G, it will cancel the A*0,¢ non-diagonal term in (5.4).

G(AL) = —= (0,A"(2) — w(z) — Eevyp) . (5.10)
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5.1. THE ABELIAN MODEL

After integrating over w with a Gaussian weight, i.e. by introducing the integral
J Dwexp [—z’ fd%%;] (exactly as in chapter 2), one finds

- 12 K
7 = /D@DADhDgp eid 4*a(£=3G%) et <5G5(Aa)) (5.11)
(6]

1 (0 A" — Eevyp) . (5.12)

3

Forming G?, the term quadratic in A* provides the gauge dependent term 2%(8“/1“)2 (as in

with G =

chapter 2). As expected, the term o« vpd, A" in G* cancels the term of the form 9,0 A" in
the original Lagrangian (5.4). The quadratic terms in the gauge fixed Lagrangian (£—$G?)
are given by

1 1 1 1
Lo = 3G = = g (=94 (1 ¢ ) 007 = (ol ) A+ S0,

2 2 ¢
Ly Lo.0)2 - S (e (5.13)
oIt T GuP) T lev) e '

where L4y contains only the quadratic terms in £ given in (5.4). Furthermore, by applying
the transformation (5.5) to (5.12), we find

det (%) = det {—%auaﬂ —Cev(v+ h)} . % (5.14)

which is independent of A, and a but depends on h. Therefore it cannot be pulled out of
the functional integral. We use the path integral formulation of the determinant in terms
of ghost fields as we did in Eq. (2.90):

o
det (5G5(;4°‘)> :/DCDE exp {i/d‘la: [rghost:| (5.15)

with Lapest = C {—82 —&m4 (1 + @)1 c (5.16)
v

where a factor é has been absorbed into the ghost fields. In this theory, the ghosts do not
couple directly to the gauge fields (the theory is Abelian). However, they do couple to the
Higgs field (so they cannot be “ignored“ as in QED).

The particle spectrum is as follows:

e one massive gauge field 4, with m? = e*v?,

e 1o p-A mixing,

e one massive Goldstone boson field, whose mass depends on the gauge field: mi =
£(ev)? = Em?. Since my, is gauge dependent (m, o £), the Goldstone bosons are
fictitious fields which will not be produced in physical processes.
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5.1. THE ABELIAN MODEL

e an unphysical massive ghost field with the same gauge-dependent mass as the Gold-
stone, m2, . = {m.

Using £ — %GZ + Lghost instead of £ in the generating functional Z (given in Eq. (5.6)),
one can derive the propagators for (A4,,h, p,c) in R, gauge (£ unfixed). The propagators
in the Abelian model with spontaneous symmetry breaking in R, gauge read:

u v . N

AN : S VaVaVaV — _2’*2 . (glw . Zk“k”Q <1 . 5))

(Photon) -— k2-mi k= =gmy
k
h:  mm~-- S
(Higgs) k g
i
© ey T
(Goldstone) k Ry

(Ghost) k A

5.1.1 ¢&-dependence in Physical Processes

In physical processes, we expect the ¢&-dependence to cancel and the Goldstone bosons not
to be present since they have gauge-dependent mass terms m?, oc Em?.

We illustrate this with an example where this cancellation can be seen to work at tree
level. The cancellation of £ at all orders can be proven using the BRST symmetry of the
gauge fixed Lagrangian (we will not do this here).

Example: Fermion-Fermion Scattering

Consider the Abelian model with spontaneous symmetry breaking and couple to it a
fermion through

Ematter - \IIL<ZlD)\IIL + \I/R(Za>\PR - )\f(\IILQb\IIR + \IJR(b*‘I]L) (517)

where W g are left- and right-handed fermions and ¢ is a complex scalar field with ¢*(z) =
v+ h(z) and ¢*(z) = ¢(x). We have introduced the covariant derivative D, = 9, + ieA,,
as before. The fermions ¥ have a mass

(5.18)

my =

(%
)\fﬁ
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5.1. THE ABELIAN MODEL

due to spontaneous symmetry breaking. The relevant diagrams for tree level fermion-
fermion scattering are

pl k,/

o 3 3o

P k
They include interactions with a
e gauge boson A ((V — A) type),
e Higgs field h,
e Goldstone boson ¢.

By calculating these amplitudes, we will show that the (-dependence and the unphysical
polarisations drop out in the physical amplitude at tree level.
The amplitude for the p-exchange reads

ity = P2 aty )W (5.19)

To obtain this amplitude, we have replaced ¥, ¥g in terms of ¥ yielding ¥y = (1Fv;)V¥
R
and we expressed ¢ in terms of ¢, ¢ in

A (U gpUg + Upe Uy ) . (5.20)

The amplitude for the gauge boson exchange reads

bty =i Pt (52 ) ) | o (- 2z 1-9) |

[a]

x a(k )y (1 — 75) u(k). (5.21)

2

The bracket [a] can be rewritten as

o —1 Q,uqy) —1 (QIqul)
) L n . 5.22)
o] @ —m3 < H m3 @ —&m4 \ m? (
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5.1. THE ABELIAN MODEL

Using the identity

= u(p')[Pvs + vsplu(p)
= myu(p’)y u(p) (5.23)

[\

and an analogous identity for the other fermion line (m; = A f\%, ma = ev), one finds

it =P (570 ) ulp) = (o = T atwn (52 ) i)

2
qs — MMy My

i
¢® — Em?

=—M,

a(k yrsu(k) (5.24)

p

We see that everything worked out as we expected it to do:

e Goldstone boson diagrams cancel the unphysical (scalar) contributions from the po-
larisation state of the gauge boson in iM 4.

e Only the three physical polarisation states of A* contribute to the physical process.

e The physical process is -independent. Note that the third diagram (containing
the virtual h-exchange) cannot give further £-dependencies because the Higgs field
propagator does not depend on &.

Looking only at the first term in M4 (since the second term is canceled by the amplitude
My,), one can define an effective propagator for A, acting in the physical process:

. i g
ZDZ,GH. = k2_m124 (gﬂ - mi) (525)

which contains only physical polarisations of A,. Note that for an on-shell vector field A,
of mass m 4, one has the polarisation sum

v y
> VgV (g) = - (g“ - ) (5.26)
eugh=0 A

(A=1,2,3)

which is just the numerator of fofeﬁc.. So the tensor structure of the effective vector boson
propagator (5.25) indicates a polarisation sum just over the three physical polarisations,
the unphysical timelike polarisation being absent (in fact, it is cancelled by the diagram
involving Goldstone boson exchange).
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5.2 Quantization of Spontaneously Broken non-Abelian
Gauge Theories

Consider a general Yang-Mills theory with a gauge group G which is spontaneously broken
by the vacuum expectation value of a scalar field ¢. The system is invariant under the
infinitesimal symmetry transformations induced by G:

(bi — (1 + Z'Oéa(l’)ta)ijgﬁj (527)

where ¢; are the real-valued components of ¢. The generators t* thus have to be purely
imaginary:

ti; = i3 (5.28)
with real, hermitian, antisymmetric generators T*. The gauge transformation reads

i — i + 00 = i — T3¢y, (5.29)
1 1
Al — A%+ 5AS = AS + Ea“aa — 0P AC = AC + EDMoﬂ. (5.30)

For simplicity, assume that the group G is simple such that we have the same coupling g
for each parameter a. Then the Lagrangian reads

1 1
L= —Z(ij)Q + Q(Duﬁb)Q - V(¢) (5.31)
with Dﬂqb, = @ngﬁz + gAZTZgzﬁj (532)

For spontaneous symmetry breaking to occur, we assume that for some indices ¢ we have
a vacuum expectation value

(¢i) = (0]¢i(2)]0) = v. (5.33)
We expand the ¢; close to this value:
¢i(x) = v + xi(z). (5.34)

The values of y; are divided into two orthogonal subspaces
e related to the Goldstone bosons, and
e related to the Higgs fields.

In terms of generators these subspaces are characterized as follows:
e T is broken if (7%);;v; # 0,

e T is unbroken if (7%),;v; = 0,
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and to each broken generator, a massless Goldstone boson is associated. These statements
can be proven as follows:
We note that the potential V(¢) must be invariant under a global transformation':

oV
VI = aT?) (9)] = V(¢) %(Ta)jk(bk =0. (5.35)
j
Differentiating Eq. (5.35) with respect to ¢;, we get
0?V oV
), —(T");; = 0. :
In this equation we have to insert
ov 0*V
i = Ui, =0, = (m?) 5.37
¢ 8¢Z ¢i=v; a¢’a¢3 ¢i=v; ( )] ( )

where the last identification contains the mass matrix for the scalars after symmetry break-
ing according to Goldstone’s theorem. Eq. (5.36) thus reads

(m*)i; (Tv); = 0. (5.38)

If (T%v) # 0, then (T%v) is an eigenvector of (m?);; with eigenvalue 0 corresponding to a
massless Goldstone boson. As a consequence each broken generator gives rise to a massless
Goldstone boson since it provides a 7% # 0. The subspace for the Goldstone bosons is
the space spanned by (7),;v; for each v;.

We consider

oi(z) = v; + xi(x) (5.39)
(Dpo)i = Ouxi + 9AS T (v + X);- (5.40)
It is convenient to define a real rectangular matrix
such that
(Dug)i = Ouxi + gAL(F" +T"X)s. (5.42)

Observing that the index a in T} labels a set of (N x N) real, antisymmetric matrices, we
conclude that F{* = Tfv; are rectangular (not necessarily square) matrices with one row
for each generator (labelled by a) and one column for each component ¢; (labelled by 7).
The part of the Lagrangian which contains quadratic terms only (L£(,2)) reads

1 1 1
Ly =—7(FL)+ 50007 +g0uiALE, +5 (6 F) F)) ALAY + ... (5.43)
off—‘d,iag 5 b
kinetic term ’ =(m%)®

(Goldstone bosons) term

We see that in this Lagrangian we have

1t is sufficient to consider a global transformation here and not a local one, to ensure that £ is invariant
under the same transformation.
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e an off-diagonal term,
e a kinetic term for the Goldstone bosons Y;,
e gauge bosons A% with mass squared matrix (m?%)* = g*F} F).

The F* will only be non-zero for the components of ¢; that are Goldstone bosons which

come with a broken generator. These non-zero F; elements will be related to the gauge

boson masses, as the mass matrix m?% is composed of them.

As an example, consider the matrix F# in the GWS electroweak theory where we use
the following parametrization:

- (6)- 5G4

Here ¢' are the Goldstone bosons and h is the Higgs field. The vacuum expectation value

of ¢ is
bo = 1 (O) , (5.45)

The generators T (a = 1,2,3,Y and i,j = 1,2,3) are given by

o’ {
T = —i— T = —iY = —= 4
iZ. v =1, (5.46)
such that we have 3 generators T* for SU(2) and 1 generator for U(1)y. This yields, for

example,
Fl=T'¢, = g x (unit vector in the ¢! direction). (5.47)
In general, F? is given by

v
9o b = =

. (5.48)

o o
ocoow o
L O O

e}
Q

which is a matrix with indices a = 1,2, 3,4 and ¢ = 1, 2, 3. The number g, is g for the first
two columns and it is ¢’ for the last column.

Before we return to the example of GWS theory, we continue to quantize the gen-
eral non-Abelian, spontaneously broken gauge theory. To study the quantum theory, we
consider

7 = / DADy e/ 4w £IAX] (5.49)
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where £ is given in Eq. (5.31) and has the quadratic part L) given by Eq. (5.43).
We “modify” £ to make Z finite, by imposing a gauge fixing procedure (Faddeev-Popov

method):
Z — C" | DADx exp |i | d’z [ L — §(G ) ) | det o (5.50)

where G(A, x) is given in the R gauge (£ undetermined) for each a by

1

3

where the first term is as for the unbroken system and the second term will compensate
the off-diagonal term in £. The second term should be compared with the analogous term
—evp€ in the Abelian case (c.f. Eq. (5.10)). The gauge fixing condition G involves only
components of x that lie in the subspace of the Goldstone bosons because x; is multiplied
by F? which is non-zero only in this case. The quadratic terms which will appear in the
gauge fixed Lagrangian read

G* (0, A" — EgFXi) (5.51)

1 1 1 1
—SGP) =S AL 200 ) AL+ g0, AN G — €97 [Fi ] (5.52)
2 @) 2 NS 2

where the second term on the right-hand side is engineered such that it cancels the off-
diagonal term in £. The quadratic terms in the complete Lagrangian thus read

(£ — 1G2> — _EAZ( |i_gl“/62 + (1 _ 1) aNaV:| 5ab _ QQFiaFﬂib g;u/) AZ;
2 (¢?) 2 3 ——

=g2(FFT)ab
—(m2)ab

1 2 1 2 rha a

+ 5(0ux)” — 5 E97FES xax;- (5.53)

2 2 S——

=6922(FTF)z‘j
=(MmGorass.)is

We note that in this Lagrangian, the mass square matrices of Aff) and of the Goldstone
bosons appear as indicated. Both of them are essentially determined by the matrix F'. The
Goldstone square mass matrix only is proportional to the gauge parameter &.

We can now construct the ghost Lagrangian:

§G@ _ . 4
det S ) = /Dch exp z/d T Lagnost (5.54)

where G(@ = % (0, A" — EgFPy;) . (5.55)

101
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In order to find ‘f;ﬁjﬁZf we consider the variations of A,(fb) and y; under the gauge transfor-

mation with gauge parameter a(¥(z):

1
A A 0] = A5+ (Do) (5.56)
Gi — i + 00 (5.57)
Xi — xi —a"(@) 5o, (¢ = v+ X5)- (5.58)
This yields
5G@ 1 (1 @
o~ e () R T
1 1 m “ a b arb
=7 D" )+ CGETE + ok T
1 1 n “ 1 2 rra b 1 2 rrarb
= VE ;auD + 559 F}F; + 559 Fi Tk - (5.59)
.;s in non—Xgelian cas; new for spont;r:eously broken,
without symmetry breaking non-Abelian case

This gives the following ghost Lagrangian (absorbing %} in the definition of ¢):

Lahost = [(@Dﬂ)“b + EGPFLF) +£4° I Thox | ¢ (5.60)
N——

2 b
ghost)a

— 2
_SmA

=(m

where the second term gives the mass term for the ghosts ¢. Using the definition Z =
[ DADx et/ d'w £ with

1
L = L[A,, X] + Lauge-fix + Lghost where Loaugefix = —§G2, (5.61)

we can compute the propagators for the gauge field Aff), the scalar fields xy and A, and the
ghosts ¢, ¢ in an R¢ gauge. For propagators we find:
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(a) M, a v, b _ L e ab
iy N = (e |9 - - 0))
k
T e e
(Higgs) k h
X ' J < i >
: - < - - =\ 12 ¢ 2rTR
(Goldstone) K —4g’F F ij
a b ; ab
C e — [ )
(Ghost) (k72—£g2FFT)

where the Higgs propagator comes from the potential V' (¢) and is independent of £. The
matrix F' appears in all these equations. When appearing in the denominator, it should
be interpreted as an inverse matrix.

Specializing again these general results for a non-Abelian, spontaneously broken gauge
theory to the electroweak theory, let us see what are the mass matrices FEFT and FTF in
the GWS electroweak theory. We have gF? given by the (4 x 3) matrix in Eq. (5.48) such
that the (4 x 4) mass matrix for the gauge bosons reads

2 gQ 2
2ppT = 9 . 5.62
g 4 2  —gq ( )
_gg/ g/2

This matrix acts on (W', W?2 W3 B,). If we diagonalize this matrix, we obtain relations
for the masses of the physical fields (W, W, Z°% v) given by

1
My = 509, (5.63)
1
my = 51}\/92 + 9%, (5.64)
my =0, (5.65)

and the obtained matrix for g/ FT acts on the physical fields (W, W=, 2% ~). In the
mass eigenstate basis, the four gauge boson propagators decouple to give simply in an R
gauge

/“L7 a V; b - JAU LY (lb
A;(za) : A kQ::nif [QW - kzkiémﬂl - 5)]
k
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with m € {mw+, my-,mz, m, = 0}.
The mass matrix for the Goldstone bosons reads

292

v
EPPFTF = 52 g? . (5.66)
g2 +g/2

This matrix acts on (¢!, ¢?, $3), so that we find that the Goldstone boson propagator is
given by

X - : ! ( : )
. —_ — -« — — = | -5———=
k2_¢em?2 ) ..
(Goldstone) k &m )

with m? = m%, for ¢!, ¢? (the Goldstone bosons which give W= their masses) and m? = m%
for ¢ (the Goldstone boson which is eaten by Z°). Finally we have four ghost fields with
propagators

a b ) ab
C 1 e Lo = (——2 v 2)
(Ghost) k k= =gm

? as masses as for the gauge bosons (A, Wi, Z}).

with the same values m

5.3 R: Gauge Dependence in Perturbation Theory

The aim of this section is to analyze qualitatively the renormalizability and unitarity of
quantum field theories with spontaneous symmetry breaking.

Remember that renormalization has to “handle” divergences at higher orders. For loop
momenta k, there are UV divergences (kK — 00) and IR divergences (k — 0). In this section
we will only deal with UV divergences. For renormalizable theories, UV divergences are
removed at each order by a finite number of counterterms.

As seen in QFT I, in order to decide whether a theory is renormalizable, it is useful to
define the superficial degree of divergence D where D is a function of the number of loops,
the number of legs and the number of internal and external propagators.

A theory is renormalizable if D is independent of n (the number of vertices) and if
D is independent of the order in perturbation theory. One can then identify the class of
divergent graphs and determine their ultraviolet behaviour. If & — oo in the graph, then
the integral [~ dk kP! is convergent if D < 1. A theory is renormalizable if there is
only a finite set of divergent gaphs and if a finite set of counterterm graphs is enough to
absorb all divergences present in these divergent graphs. The infinities are absorbed into
redefinitions of parameters (order by order). We shall review these properties in the next
chapter.
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Unitarity is the property that ensures STS = 1. If |n) denotes a final state and
(m| denotes an initial state, then the probability amplitude for the transition m — n is
just (m|S|n). The conservation of probability demands that the sum over all probability
amplitudes must be unity,

dlmISm)P=1 = Sis=1, (5.67)

i.e. S is unitary.

Furthermore, since S is a physical quantity, it should be independent of the gauge
parameter £&. Unitarity thus also demands that there are no contributions from unphysical
states (like Goldstone bosons) to observables.

To summarize, we want any QFT to be renormalizable and unitary. Let us see the “a
priori” situation for R, theories.

5.3.1 QFT with Spontaneous Symmetry Breaking and finite ¢

Concerning renormalizability, what do we expect from the naive power counting argument?
In an R, gauge, the propagators of gauge bosons and Goldstone bosons fall off as k%

Therefore, by power counting we expect theories in ¢ gauge to be renormalizable.
However, theories in ¢ gauge are not manifestly unitary because they have unphysical

degrees of freedom. The cancellations of these unphysical contributions is not trivial.

5.3.2 QFT with Spontaneous Symmetry Breaking for £ — oo

If the gauge parameter & — oo, we have a completely different physical picture. In this
limit the unphysical bosons which have masses m? o £ disappear. The propagators become

H v - gy
Ay AN =y (g = B
(Gauge b.) - k2 -m3y ma
k
SO . - - < — — pr— O
(Goldstone) k

Note that the gauge boson propagator contains exactly and only the three physical spacelike
polarisations

g — kR Z eM*(k)eN (k). (5.68)

Remember from chapter 4 that by constructing theories with spontaneous symmetry
breaking, in the case of the Abelian Higgs mechanism (see section 4.2.3), we saw that in
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5.3. Re GAUGE DEPENDENCE IN PERTURBATION THEORY

a unitary gauge, the Goldstone field could be eliminated by a gauge transformation and
the Higgs field was real. We can now view the £ — oo limit of R¢ gauges as a quantum
realization of the unitary gauge. Unitarity is then manifest for such a theory with & — oc:
there are no unphysical states. However, the renormalizability is non-trivial. By naive
power counting, the gauge boson propagator falls off more slowly than # A QFT with
¢ — oo is manifestly unitary but not necessarily renormalizable.

These considerations motivate the next chapter: renormalizability of broken and un-
broken gauge theories.
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Chapter 6

Renormalizability of Broken and
Unbroken Gauge Theories: Main
Criteria

The aim of this chapter is to present the main criteria leading to a proof of renormalizability.
Most of the results in this chapter will not be derived in detail and not all statements will
be proven. We just want to give an overview over the methods since calculations beyond
leading order are rather complicated.

6.1 A Renormalization Program (UV Divergences only)

Given the requirements presented in section 5.3 related to a renormalizable QFT, we want
to give the renormalization conditions of a proof by induction of the renormalizability of a
QFT. We will consider a procedure in four steps:

1. Define the superficial degree of divergence and identify the divergent graphs.

2. Evaluate the divergent graphs by a regularization procedure (dimensional regulariza-
tion in d = 4 — 2¢ dimensions). Divergences appear as poles in €. The advantage of
dimensional regularization is that gauge invariance is preserved.

3. Construction of the renormalization counterterms. In this step we have to add new
terms to the Lagrangian of the theory in order to subtract divergent graphs. We
have to perform the renormalization (redefinition) of the parameters in L.

4. The last step is inductive. Provided that steps 1,2,3 are done, we assume that the
theory is renormalizable at n'® order and show that it is renormalizable at (n + 1)
order by using a recursion relation which enables us to construct graphs of (n + 1)
order from n'" order graphs.

All inductive proofs are based on the
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6.2. OVERALL RENORMALIZATION OF QED

Weinberg Theorem:
A Feynman graph is convergent if the superficial degrees of divergence of the
diagram itself and all its subgraphs are negative.

Some general remarks concerning this program:

e We only need to worry about 1PI diagrams: as we have seen in QFT I, any diagram
can be written in terms of products of 1PI diagrams.

e Our considerations are purely formal, so we only consider UV divergences (k — c0)
and ignore IR divergences (k — 0). However, we should keep in mind, that in QED
and QCD with massless gauge bosons also IR divergences do occur.

e Unitarity and gauge invariance should be kept throughout the renormalization pro-
cedure.

e For step 4, we will at best present the necessary recursion relation, but we will not
give any formal proof.

In the following, let us perform these steps for QED and QCD.

6.2 Overall Renormalization of QED

We recall what has already been seen in QFT 1.

First step: Definition of superficial degree of divergence D. The first step is to
define the superficial degree of divergence D by counting the powers of momenta in vertices,
loops and propagators appearing in the theory:

D =4L— 2P, — E (6.1)

where L is the number of loops, P; the number of internal photon lines, and F; is the
number of internal electron lines. A priori, D depends on internal properties of the diagram
(L, E;, P;). This is not what we want for a renormalizable theory. Therefore, in order to
obtain the final form of D, we rewrite the internal properties in terms of external ones
(external fermion lines F, and external photon lines P,) using momentum conservation at
each vertex and overall momentum conservation in the diagram. As we have seen in QFT
I, this yields
3

D=4- §E€ — P.. (6.2)
Written in this form, D is independent of the number of vertices n and independent of the
number of loops, L. We conclude that QED is in principle renormalizable according to
this criterion.
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6.2. OVERALL RENORMALIZATION OF QED

Second step: Identify the divergent diagrams. The diagram

p—k
; —d dik i(f+m) —i
;% ~ (—ie)*p® /2f 2m)d Tu (kz—m2+z‘e)7“ (p—k)2+ie
p k p

is a 1-loop contribution to the 1PI diagram related to the electron self-energy,

Q = —iX(p).

One finds at second order in perturbation theory (cf. QFT I) that!
o (4wu2

ZQ(p)‘div. T e \ m2

>€r(1 +e)(—p+ 4m) (6.3)

-~

(8]

(.

in d = 4—2¢ dimensions with I'(1+¢) = e ¥4+ O(¢e). The divergence in this graph appears
as % and [(] is kept unexpanded. The presence of p is directly related to dimensional

regularization: since the action

S = / d'z L (6.4)

has to have mass dimension zero, the Lagrangian £ has mass dimension d. Therefore, one
has to replace the coupling e as follows:

e — ep? 2, (6.5)

In order for the coupling e appearing on the right-hand side to be dimensionless, the original

coupling is multiplied by an appropriate power of i, where yu is some arbitrary mass scale.

The term [5] in Eq. (6.3) comes for “free” in the calculation, so we keep it unexpanded.
There are two more divergent graphs in QED. On the one hand we have the photon

vacuum polarisation
k+q
I v
. v
q ¢ ill5"(q)
k.

which provides a correction to the photon propagator. Finally, the electron-photon vertex
is corrected at 1-loop level by the diagram

=iepA5(p,q,p)

The expressions for these 1-loop divergent graphs were given in QFT I.

IThe subscript in ¥2(p) denotes the order in perturbation theory.
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6.2. OVERALL RENORMALIZATION OF QED

Third step: Construction of counterterms. Starting from a bare Lagrangian

_ 1 L1 _

L5 = V(i) —m)V — ZFWF“ — %(@Aﬂ)g — pfely, UA*, (6.6)
we have to write down a quantized theory in d dimensions. The fields and parameters are
redefined such that L¢ff, written in terms of renormalized quantities (which we denote by
a subscript r) looks reasonably simple. We define four renormalization constants by the
following relations:

U = /Z0, (6.7)
Al = \/Zy AP (6.8)
me = m, + om (6.9)

e= ier. (6.10)

Zon L
bare

We consider the bare Lagrangian L5, written in terms of a renormalized Lagrangian

ren. counter.

oep and a counterterm Lagrangian Lgp", all three written in terms of the renormalized
quantities:

‘Cg%%[\llrv A% Er, m?“](Zl) = SED(ZZ = 1) + L‘(igolli}l]%ter.(éi =1- Zz) (6-11)
: counter. 1 v 1 NT .
with ‘CQEDt = _163FNV7TF# — idg(auA¢)2 + \IJT<252a —om — még)\I’r

— pfe 0,0, U, A (6.12)

From L&EH one can obtain the Feynman rules for the counterterm diagrams which have
to be such that the sum over all divergent diagrams plus the counterterm diagrams is finite.
From ﬁg’gger- we find which parameters §; are associated with which divergent diagram.
We have the following counterterm rules:

03 is associated to the photon propagator. The counterterm is ’\/\/®’\/\/

— 93 will absorb the divergences in the photon vacuum polarization graph: d5 o< I[1"(q)

div.

09, 0m are associated to the fermion propagator. The counterterm is —>—®—>—

— 2, dm will absorb the divergences in the electron self energy graph: ds, dm o< X.(p)
=

01 1s associated to the vertex: /®\

— &1 will absorb the divergences in the vertex graph: §; o< As(p, g, )]

tdiv.

div.

The sum of divergent diagrams plus their respective counterterms in the MS-scheme is
performed as follows. The counterterms contain a purely divergent part (%) They also
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6.3. RENORMALIZABILITY OF QCD

contain a finite part (47)°e~" and they have a dependence on the renormalization constant
pr (which is introduced in the MS scheme) to compensate the unphysical p-dependence
coming from dimensional regularization in divergent graphs. Any divergent graph is thus

proportional to

1 (4rp*\°

—( L ) e~ (6.13)
e\ m

where m is the physical scale. And the counterterm graph is proportional to

1 (dmp\°
——( il ) e (6.14)

2
e\ Hi

such that the sum of divergent graph plus counterterm is proportional to log(u%/m?)
and is thus related to the physical observable. This will then depend on ug (called the
renormalization scale) and the physical scale m.

As we are able to find a finite number of counterterms which absorb all divergences of
divergent graphs at 1-loop order, we conclude that QED is renormalizable at one loop.

Fourth step: Induction. Is QED renormalizable at all loops? From QFT I we know a
recurrence relation called the Ward-Takahashi identity which provides a relation between
on-shell amplitudes with n and with (n 4+ 1) external photons. This relation guarantees
gauge invariance at all orders. As a consequence of the Ward-Takahashi identity, we have
seen that

7y = 7. (6.15)

Therefore, the Ward-Takahashi identity helps to reduce the number of independent renor-
malization constants and to keep the number of counterterms finite. It is a crucial ingre-
dient to prove the renormalizability of QED at all orders in perturbation theory.

6.3 Renormalizability of QCD

In this section, we will go over the four steps of the inductive proof of renormalizability for
the gauge theory of QCD.

First step: Define superficial degree of divergence D. We use the quantized version
of the QCD Lagrangian given in Eq. (2.96),

EQCD = ﬁfermions + Egauge
= ‘Cfermions + ‘CYM + Egauge fix T ‘Cghosb (616)
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6.3. RENORMALIZABILITY OF QCD

The fields appearing in this Lagrangian are the fermions W (a triplet of quarks), gauge
bosons Aff) (vectors) and ghost fields ¢'® (scalars). To define D, we denote

Eyg . number of external fermion lines,

E 4 : number of external vector lines,

E¢ @ number of external ghost lines,

Iy : number of internal fermion lines,

I, : number of internal gauge boson lines,
I : number of internal ghost lines,

V3 . number of 3-gauge boson vertices,
Vi : number of 4-gauge boson vertices,
Ve : number of fermion-vector vertices,

Vi © number of ghost vertices.

If QCD is renormalizable, we should find that D is independent of V; and the number of
loops. By power counting of £ in the propagators and vertices, one finds in four dimensions

D=AL — 2[4 —2Iy — 2l + Vi + V5 (6.17)

which depends a priori on internal propagators. As in QED we have that the number of
fermion-vector vertices is related to the number of propagators and the number of external
lines by

1
Vo =1y + §E\p (6.18)

Since there are no external ghost lines, one finds
Eq+214 =4V} +3V3+ Vo + Vy. (6.19)
Each ghost propagator is connected to one end of a ghost vertex:
Ve = Ic. (6.20)

In order to define the number of loops, we observe that each internal line (14, Ig, Iy)
is associated to constrained momenta. Imposing momentum conservation at vertices, one

finds

L=Ia+Ig+1g—-V;-Vi—-Vo+1 (6.21)
such that
3
Docp =4 = Ea— 5 Fa (6.22)

exactly as in QED. Therefore, according to the power counting argument, QCD is in
principle renormalizable.
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6.3. RENORMALIZABILITY OF QCD

Second step: Identify divergent diagrams. In QCD there are seven divergent dia-
grams with non-negative superficial degree of divergences:

e Three divergent self-energy diagrams associated to the propagators. Therefore, we
need three propagator counterterms associated respectively to the gluon, quark and
ghost propagators:

e Four vertex counterterms related respectively to the 3-gluon, 4-gluon, ghost-gluon
and quark-gluon vertices:

e T

(D=1) (D=0) (D=0) (D =0)

Third step: Construction of the counterterm diagrams. We want to evaluate the
divergent and counterterm graphs at 1-loop order together such that their sum is finite.
In order to do so, we need the counterterm Lagrangian ﬁggger- from which we can deduce
the Feynman rules for the counterterm graphs.

We start with the quantized form of Lqgcp in d dimensions written in terms of a free

part and an interaction part:
1 a a va v a 1 a\2
Lqcp = _Z@“A” — GUAM)((?“A — OV AR — i((?#A“ )
+i(8,c")* (") + W' (i@ — m) V¥’
2
g £ faoc a a vec g € faoc pcae a ve
— §,u fab (0,47, — 8,,AM)A“I’A — Z[LQ fabe fed AMAI;A“dA
— igu2f“bc(3“c“)*chZ + ueg\I/iEC;\IJjAZ. (6.23)

To define the renormalized Lagrangian L¢cp, fields and parameters need to be redefined

such that the bare Lagrangian Eg‘%‘f) contains simple factors of Z;. This can be achieved
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6.3. RENORMALIZABILITY OF QCD

by defining
a 1/2 pa
Ar =774, (6.24)
= Zgﬂcﬁ (6.25)
v =727, (6.26)
§ = 23§, (6.28)
m = Zmm, (6.29)

where the renormalization of o has been chosen such that the gauge fixing term in L is
kept unchanged between L{5¢p, and L&, This yields

£33 = L5 + L (6.30)

where L%)(‘J%ter' is the counterterm Lagrangian and L, is the renormalized Lagrangian.

Written in terms of renormalized quantities (4,,, V,, ¢?, g,, m,), we have

1(SEE‘D = ‘CQCD [Ar/u \I]ry Cg](Zi = 1)

‘Cg%eD = 'CQCD [Ar;u \I]m Cg](Zz) (631)
Gep ™ = Lacp(—1+ Z;)
and L& = Lien + Lacp™ (6.32)

To find ngger-, we use the fact that in the action there appears actually an integral
over L such that we can apply integration by parts and remove surface terms. In this way
L can be written in a form which is quadratic in the fields and from which the Feynman
rules can be easily found:

counter. 1 a v v
QCDt = (Z3 - 1)5"4#,7'5@1?(9# 82 — 0" )Ag,r
+ (Zs — 1) 0ap(—i0?)
+ (Zy — DLV — (Z9Zpy — 1)m, UL
1/2 1 e rabe a a ve
(2,25 = 1) Sout [0 AL, — 0,47 )AL AY
—_———
EZl—l
1 e rabc pede( pa ve
- (Z§Z§ - 1) 193/’62 f ’ f ¢ (A,u,rAlli,rAﬁdAr )
—_———
=Z4—1
(22— 1) g [P A,
Iy
EZl—l

+ (2,223 — 1) guF UL T Wi AL, (6.33)

ritu,r:

~
EZlF—l

This yields the Feynman rules for the counterterms
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6.3. RENORMALIZABILITY OF QCD

s , ' )
TOTY X — (Zs — 1)6u(kky — k2g,0)
a b _

------------- S = (Z5 — 1)duk”

~.

R— = (Zo — D — (222 — 1)m,] 85

k

which correct the propagators by absorbing the divergences in self-energy diagrams. Fur-
theremore, we get the following vertex counterterms:

= =g [V o (K1, Ko, Kis)

ay
Vi
az as
bk
@ = (Z4 — 1) (_ 1)gzmt1ﬂ2ﬁgﬂ4fa1a2bfba3a4

...... »é» — (2:1 _ 1)(_i97‘)f(1'b(:ku
E‘ = (Zwr — Dg: T

N &%

where the vertex functions V), .., and W, ..., have been defined in chapter 2.

From these rules, we then also know which counterterm diagram has to be associated
with which divergent diagram and how the renormalization constants (Z;) are associated
with the counterterm diagrams.

Remark: Universality of the coupling constant g.: A priori, we have four different
ways of extracting g, (and therefore the renormalization constant Z;) from the vertex
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counterterm diagrams. For example, the quark-gluon vertex corresponds to a term

B [(Zar — 1)0,T,) WAL, (6.3)
in the Lagrangian. According to the definition in Eq. (6.33),
(Zyw — 1) = (Z2,2:23"% —1). (6.35)
We infer that
Z1F

7 = 6.36
" (639

similar as in QED. By gauge symmetry of £, all different ways of extracting g, and Z, are
the same, leading to the universality of g, (not proven here). The universality of g, is a
consequence of the generalized Ward identity in the non-Abelian case (the equivalent for
SU(N) of the Ward identity for QED). The so-called Slavnov-Taylor identity ensures
gauge invariance through all orders in QCD. If Z, is always the same, independent of
which counterterm we use to extract it, then not all renormalization constants (Z;) can be
independent. One finds the relations

Z Z Ziw Z
1 _ 4l _ 2 24 (6.37)

Zs  Zy L2 I
This result is the analog to the identity Z; = Z5 in QED (consequence of Ward identity).
The generalized Ward identities help to reduce the number of renormalization constants

and helps to prove the renormalizability of QCD.

6.3.1 One Loop Renormalization of QCD

We need to identify the divergent graphs and the required counterterms in order to extract
the renormalization constants. In the MS-scheme, we

e adjust the renormalization constants with renormalization scale dependence pg, and

e add a finite term (47)%e 7.

As an example, consider the gluon self-energy. We have the following corrections to the
gluon propagator:

k T
m@m = o Juo - Lol o

1 loop
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=112 = 6“(kyky — kg )T1(K?)

2 4\ © [4 1 13 1
with I1(k%) = (497:)2657 (%) {gTRNf — §C’G <§ - ar)} = + (Z3 — 1) + finite
(6.38)

where TNy comes from the quark loop contribution (/N is the number of quark flavours)
and C¢ comes from ghost and gluon loops. The color factors Tk and Cg are defined by
(— exercise)

tr(TT%) = 6Tk, (6.39)
facdfbcd — 5abCG' (640)

As an example, the quark loop contribution to II% can be calculated as

p+k

B ddy ) a 1 b__1
WQM R Rl A e = =

p

where the minus sign comes from the fermion loop and the trace runs over Dirac matrices
and T generators.

Similarly one can calculate the other 1-loop corrections to the gluon propagator. The
1-loop contributions sum up to give

2 2\ €
gz _ AT 4 1 13

Z3=1— e - |=TrNy — =Co | — — o 6.41

o= 1= o () [ - 300 (3 - (040
such that IT(k?) is finite and contains log (’;—%) dependent terms.

Performing the calculation of all divergent graphs and their associated counterterms,
we can show that their sum is finite (at one loop) and therefore conclude that QCD is
renormalizable at the 1-loop level, and all Z; are determined such that the associated
counterterm contributions cancel the 1-loop divergences present in the divergent graphs.

6.4 Renormalizability of Spontaneously Broken Gauge
Theories

The aim of this section is to show on an explicit example (linear o-model) that the spon-
taneous breaking of a renormalizable unbroken QFT does not affect its renormalizability.
In particular, the spontaneous symmetry breaking of a renormalizable QFT does not spoil
the cancellation of UV divergences between divergent and counterterm graphs. We shall
see this for the linear o-model at 1-loop level.
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6.4.1 The Linear o-Model
Consider N real scalar fields ¢(z) described by the Lagrangian

Lo = 3 [0 + 3020 - (6 (6.42)

)

This Lagrangian is invariant under the orthogonal transformation

¢ — R, R : orthogonal (N x N) matrix (6.43)

which is described by the rotation group in N dimensions, O(/N). The potential in £, =
T -V is

V(g) = 5ol + Il (6.44)

This potential which is symmetric under rotations of ¢ is minimized by any constant field
configuration ¢} which satisfies

2

bo=0 or || = “7 = (6.45)
depending on the value of p?. The situation is analogous to the one in section 4.2.1: For
p? < 0 we have only one minimum at || = 0 and so there is only one vacuum which is
O(N)-symmetric. For y? > 0, all values ¢y with |¢g| = v are minima. This condition only
fixes the absolute value of ¢ but not its direction. By choosing a particular vacuum, the
O(N) symmetry is spontaneously broken.

Our next aim is to prove the renormalizability of the unbroken (u? < 0) o-model at
1-loop order. This will not be particularly difficult. But afterwards, we want to show that
the broken theory (u? > 0) is still renormalizable at 1-loop order despite having much more
divergent diagrams.

Unbroken o-Model (u? < 0)

For 2 < 0, the symmetry is unbroken and the ¢;(x) satisfy a Klein-Gordon equation for
mg = m. The Feynman rules at tree level in this case are

> — St
0 p2—m?

— 90\ (5237*5/«1 L §ilgik 4 52‘/«54;1)
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Note that for two identical ¢, the vertex is just —2i\. If all four ¢’ are identical, then the
vertex reads —6i)\. The factor 6 is related to ¢*-theory where the quartic interaction term
reads —%gb‘* which gives a vertex —i\. In the Lagrangian (6.54), the analogous term has a
prefactor jz\ instead, so the vertex reads —67\.

At loop level there will appear UV divergences. An amplitude with N, external legs has
superficial degree of divergence D = 4 — N,, so the g-model is renormalizable according
to power counting arguments. One has to include counterterms for the following divergent
diagrams:

Self-energy of ¢’ — correction to propagator: @

correction to the vertex:

We need to redefine ¢/, m and A\. We renormalize ¢/ with Z, m with Z,,, and \ with Z,
and consider

oy =7 —1,
S = m2Z,, — mf, (6.46)
6y = A\Z5 — A,
Writing
Lo7e(Z0) = L3™(Z = 1) + L3 (5) (6.47)

in terms of renormalized quantities (¢,., m,, \,.), we obtain
counter 1 7\2 1 7\2 6>\ i\2) 2
L) =Y 592(0u8)" = 50m(0})" = = ((¢1)%)7] - (6.48)

This Lagrangian depends on three renormalization constants (dz,d,,,0,). The Feynman
rules for the counterterm diagrams are

@ = i(;ij (p2(5Z - 5771)

= —2i6y (616M + 567k + g7kt
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To obtain one of the §; at 1-loop order, we need to compute the sum of the relevant
divergent graphs plus the respective counterterm graphs.

For example, to obtain J,, consider the 1-loop corrections to the vertex with four iden-
tical ¢':

i i 5] [t [u]

1-loop

The s-channel contribution reads
1 d?k i i
—65N)2 . =
o " 5 | G
= (18iA?) - V(p*, m?) (6.49)

with V(p?, m?) = ﬁ[f‘@ —d/2) + f(p*, m?)] where f is finite as € — 0 and ['(2 — d/2) =
I'(¢) = £ + finite. This yields the amplitude

re-4
iM = (18iN%) % (V'(s) + V'(t) + V' (u)) — 6i6, + finite (6.50)
™
N—_——
=L(¢e)
which fixes
A9

= = ite. bl
)\ (in)z + finite (6.51)

In a similar manner, one can calculate the 1-loop corrections to the propagator and
thus determine ¢,, and d;. Having fixed d,, d,, and 0z, we conclude that the unbroken
o-model is renormalizable since the UV divergences can be removed by a finite number of
counterterms.

Broken o-Model (p? > 0)

For 12 > 0, the O(N) symmetry is spontaneously broken. We want to show that the theory
is nevertheless renormalizable (at one loop).
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The potential V(¢) is minimized for any gz%'which has >, (¢)* =v = “TQ Note that ¢q
is fixed in norm, not in direction. We choose ¢; such that ¢, points in the N-th direction:

0
Po = o ; v:%. (6.52)
v

We consider a perturbation close to this minimum ¢} for ¢ parametrized as follows:
¢'(z) = (IT*(z),v + o(2)) (k=1,..,N—1). (6.53)

Here, I1*(z) corresponds to the massless Goldstone bosons and ¢(z) is the massive real
scalar field. In terms of these fields the Lagrangian becomes

1 1 1
Lol o] = (112 + 5(0,0)? — 5(20s%)0 -
— Vuo® — Vap(ITF)?o — 204 - %(H’“)Qa2 -

(@) (s

This Lagrangian contains
e a massive scalar field o with m?2 = 2%
e a set of (IV — 1) massless II fields (scalars).

The O(N) symmetry is broken, but there is still an O(N — 1) symmetry present allowing
the II-fields to rotate among themselves.

Using a double line for o-fields and a single line for II-fields, the Lagrangian (6.54)
yields the following propagators:

i

I W si
p2

Y

We can also immediately read off the tree level vertex rules (with p replaced by [vv/A]):
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= —61\v

>
4

= — 200081+
H 3 l +6ik051 + 0u0ji.)
= —2i0;; v
i J

From these Feynman rules, one can compute tree level amplitudes.

What happens at 1-loop level? We still have D = 4— N, as for the unbroken o-model, so
that a priori the broken linear o-model is expected to be renormalizable from the superficial
degree of divergence argument. In the case of the unbroken o-model we had 2 superficially
divergent graphs whose divergences could be absorbed into the 3 counterterms. However,
in the broken case we need a priori 8 counterterms, one for each of the following divergent
graphs:

o & X _g
N

(D =2) (D=1) (D =0) (D =3)
o b x x
_/

(D =2) (D=1) (D =0) (D=0)

How to define these counterterm diagrams? We start with the counterterm Lagrangian
L£eounter-[hi] in terms of the fields ¢'. This Lagrangian depends on three renormalization
constants (dz, 0, 0x). We can then insert the fields (II, o). Writing

o) = (I}(z), v + 0n(x)) (6.55)

122



6.4. RENORMALIZABILITY OF SPONTANEOUSLY BROKEN GAUGE THEORIES

we obtain

Oz

1
LT 0, ](65) (0,11F)2 — 5(% + 0\v?)(T7)? — (8,0 + Srv*)o—

2
1
— 6o (TTF)? — 6 vo® + %(@aﬁ - 5(% + 30yv%) 0
Ox k\2) 2 5/\2 k\2 5/\4
1 ((H ) ) > o (H ) 1 o (6.56)

where we have dropped the intex r. The associated Feynman rules for the counterterm
diagrams still depend on three renormalization constants only and they read

= —i(él,v + (5/\1)3)
= —06i0)
= i(52p2 - 6# - 3(5)\1)2)

= i03;(0zp” — 8 — 6\07) >@< = — 20005
‘ J

07

Y = —200,(6Y 6" + 561 4 51 6%)

s

, = —2i6" 5w
4 J

As in the unbroken theory, the counterterms only depend on three renormalization
constants. The question is, whether these are sufficient to cancel all divergences (8 dia-
grams!) of the broken theory. The answer will turn out to be yes. We will prove this for
the vertex diagrams: evaluate 0, from (40)-diagrams, see that it cancels the divergence in
(20)(2II)-diagrams and therefore deduce that the d, found can be used for all divergent
vertex diagrams. We obtain 0, by computing the 1-loop correction to the (4o0)-amplitude
given at tree level by the (40)-vertex

= —6155)\

At one loop, ¢ and II fields can propagate in the loop. There are three types of diagrams
with ¢ and II in the loop and three 4-point vertices:
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— i + + + + T +(crossings)
7\ N\ / N\
Bl

1-loop

(Al

where the last four indicated contributions (and their crossings) are convergent by power
counting arguments. Indeed, as soon as there are three or more propagators in the loop,
the loop integral converges. The other two diagrams can be calculated, too. We find as an
example,

1. o [ d%k i i
Al = 5(=6id) / @)k — @) [k + P — (2]
— 18iA2L(c) + finite (6.57)

where L(e) =T'(2 —d/2)/(4m)?* as in Eq. (6.50). Similarly, one finds
[B] = 2iA*(N — 1)L(¢) + finite (6.58)

where (N — 1) is the number of II-fields. Since the divergent parts of these contributions
are independent of momenta, the crossed diagrams give exactly the same contributions.
Counting the crossed diagrams, the infinite results of [A] and [B] need to be multiplied by
3, respectively. This way we get the (4o)-contribution (at one loop) given by

<

+ + (crossings) = 6iA*(N + 8)L(e) + finite

b

Comparing this to the (40)-counterterm diagram
= —6’4’;5 A

we conclude that

6y = N(N +8)L(e) = (N + 8)/\21

G o (6.59)
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Remember that in the unbroken theory we had 6, = (Zi; % This corresponds just to the

case where the four ¢’-legs are all equal and therefore N = 1.

We have now fixed the J, counterterm from the 1-loop counterterm to the (40 )-vertex.
Does it also fix the divergences of other vertex corrections? Consider, for example, the
1-loop correction of the amplitude for (20)(2I1) which is given by

\/
k
. i . J '/ .

R O A

(again, there are further corrections which, however, are finite having more than two loop
propagators). Fach of these loop integrals has an equal infinite part which is proportional
to
re-3
—i———% = —iL(¢e). 6.60
= ) (6.60)
The only differences in these divergent diagrams come from the vertices. One finds that
the infinite contributions to the four diagrams are

la] ~ —iL(e) - % (= 6iN)(— 2677 (6.61)
B ~ —iL(e) - % (=205 0) (= 20N(55M 1 5§ 4 55y (6.62)
] =[d] ~ —iL(e) - % (=236 \) (—2i67 )) (6.63)

The sum of these four diagrams yields

— 2\ L(e)(N +8)

1-loop

which is indeed cancelled by
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= —2155jj5/\

with J) obtained in Eq. (6.59) from the cancellation of (40)-divergences.

Similar results can be obtained for the other combinations (e.g. IIIIIIII) such that dy
found from one vertex correction (40) is sufficient to cancel all the UV divergences present
in all divergent graphs of the broken theory. Similar conclusions hold for ¢,, and ¢ .

In the particular case of the vertex diagrams, we can understand this effect as follows.
All the diagrams are manifestations of the same basic diagram

If the O(N) symmetry is broken, this diagram manifests itself in different ways with loops
containing II- or o-fields. However, the divergent part of this diagram is unaffected by the
symmetry breaking (i.e. the appearence of other fields in the loop). Three renormalization
constants in the broken theory are thus sufficient to cancel all (UV-) divergences as in the
unbroken theory.

We have thus shown in the particular example of the linear o-model that if a QFT is
renormalizable, then the spontaneous breaking of the theory does not affect the cancellation
of UV-divergences and therefore the spontaneously broken theory is renormalizable, as well.
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