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Exercise 11.1 Information measures bonanza

Take a system A in state p. Non-conditional quantum min- and max-entropies are given by

Huin(A), = —log max A, Hiax(A), = logrank(p).
A€spec(p)

For instance, if p4 has eigenvalues spec(pa) = {0.6,0.2,0.2,0}, we have

Hmin(A)p = — IOg 0.6 and Hmax(A)p = 10g3

The mutual information measures correlations between two systems. For pap, we have

I(A: B), =H(A), + H(B), — H(AB),
= H(A), — H(A[B),.

Show that if spec(p) < spec(7), then the entropy of p is larger than or equal to the entropy of 7, for the von
Neumann, min- and max-entropies. spec(p) < spec(7) means that spec(r) majorizes spec(p). See exercise
7.3 for more details.

Exercise 11.2 Davies’ Theorem

Consider an arbitrary CQ state 08 =3 p,|z)(z|* ® pf and imagine making a measurement M having
elements E, on B. By the Holevo bound, I(X:Y) < I(X:B) = S(3_, Pepz) — >, P25(pz). Define the
accessible information Lie.(oXP) = maxy I[(X :Y).

Show that the optimal measurement consists of rank-one elements and has no more than d? outcomes, where
d = dim(B). Hint: the space of Hermitian operators on B is a vector space of size d2.

Exercise 11.3 Quantum Data Processing Inequality

Consider two CPTP maps $; and $, acting on system Q. Call the initial state of Q p%, the output of the
first map pQ/ = $(p?) and the output of the second map pQ” =$509$1(p?). Purifying the initial state with
a system R and using the Stinespring dilations of the CPTP maps, we can regard this transformation as
taking the pure state UFQ to WAQ'F1 and then to WAR " E1E2 where By (Fs) is the environment of the first
(second) map, so that Fj Esy is the environment of the concatenated map $2 o $;. Now define the coherent
information I(A)B) = —S(A|B). Show that

S(Q) > I(R)Q') > I(R)Q").

Hint: use (strong) subadditivity.



